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This report documents the result* of three related studies conducted to assess the imact of aircraft
emissione of nitrozen oxi des (00 ) and hydrocarbons (11c) on air quality. The first study consisted of a field
program carried out at O'Hare International Airport and an associated mol development program. the purposes of
which were to assess the effect of aircraft IS0 **iesions on ambient I-hour concentrations of nitrogen dioxide
010O2 ) and to provide a dispersion model ouitebste for the prodicti.n of such concentrations. The second study
Involved the collection and laboratory analysis of samples of hydrocarbons In ambient air contaminated by jet
aircraft exhaust, together with a determination of the type and relative amounts of the various hydrocarbons
detected. The third study consisted of en analysis. based on avalable date in the literature. of the potential

-nitiFr liydr6elrbOl emewtona in the ye4.eteLee of pbotochemical smog.
The results of the O'Hare field monitoring program Indicate that 02 concentrations in aircraft plums

depend on the emission rates of both nittc- oxfiA (00) and lS02 from jet engines and on the concentration of ozone
(0 3) In the ambient air. The ratio0 of ISO2 to 100, In jet engine emissions was estimated to be 7±t2l based on field
data. T;.* ambient ozone concentrat Ion is the most important factor for plums travel time in excess of one
minute, with the N502 eission rate most important for travel time less then one minute. The mxiinm plum *0 2
concentrations observed ware on the order of 0.12 ppa. The seuiess observed contribution of aircraft emissions to
a l-hourgNoo conctiti on wee 0.013 ppm. The results indicate that a phostostationary stats Involving 1001 NO

and 03 axiis in aircraft plumes. The i-hour 10O modeal performed "ctefactorily, although the need for . bader
understanding of plum rise and the rate of growtIh of let aircraft takeoff plumes was clarly seen.

The hydrocerton eampling resulte identified unburned fuel as the primary organic constituent of exhaust
from taxiing and queuing aircraft. A detailed chemical cheractarisation of the hydrocarbons in ambient *&mples as
vell as In a sample of let fuel is given.

--4he avalable literature dealing with the issue of aircraft contributions to photochemical moow has been
reviwed ,ndvs dIscssed. At present. the available Information Is insufficient to evaluate the affect
quanitativi:v. The requiremnts for further work that would enable a quantitative evaluation to ba lode are
discussed.
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PREFACE

This report constitute* Volume IV in the series of reports entitled
Impact of Aircraft Emissions on Air Quality in the Vicinity of Airports.
Volumes III and TV in this series sumsarize work perfored under Interaency
Agreement DTFAO-83-rlO106, between the U.S. Department of Energy/Argonne
National Laboratory and the U.S. Department of Transportation/Federal Aviation
Administration. This project was partially funded by the USAF, Readquarters

Air Force Engineering and Services Center, Tyndall AFI, Fia. 32403 through a
19R1 Memorandum of Understanding between the USAF and FAA. The project
officer was Mr. Howard N. Segal, Office of Environment and Energy, FAA.

The two companion volumee are entitled:

Vol. III - Air Quality and Emission Nodeling Needs

Vol. IV - Nitrogen Dioxide and Rydrocarbons
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I INTRODUCTION

For several years, the effects of aircraft on air quality have been the

subject of a variety of research programs Involvitng both field-measurement

programs and computer model development, validation, and assessment work.

Historically, the principal effort has gone into studies Involving pollutants

that are relatively inert and that may be easily measured in the field. Thus,

field programs focused on pollutants such as carbon monoxide (CO), oxides of

nitrogen [NOX; by convention, the NOX concentration is defined as the sum of

the concentrations of nitrogen dioxide (NO2 ) and nitric oxide (NO)], and total

hydrocarbon (THC) and/or non-methane hydrocarbon (NMHC). For a historical

survey of airport air-quality studies through July, 1980 and references to

earlier work, see Yamartino et al., (198 0 a) or Segal (1981). In addition, an

international conference on air quality and aviation was held in 1978. The

proceedings of this conference (Sundararaman, 1978) contain many interesting

papers and may be regarded as a review of the state of the art at that time.

In these studies, measurements were occasionally made of both NO, and NO,
although the measurements were often made in such a way that estimation of the

corresponding NO2  concentration by difference was a rather uncertain

procedure. Essentially no detailed information was obtained from these

programs on the chemical composition of the hydrocarbons emitted by aircraft.

Modeling studies also reflected the emphasis on relatively inert

pollutants. The bulk of the studies involved the development, refinement,

validation, and utilization of models such as the Airport Vicinity Air

Pollution (AVAP) model (Wang et al., 1974, 1975 and Yamartino et al., 1980a

and b). To our knowledge, only one study has focused on the chemically

reactive nature of the NO, and hydrocarbon emissions (Duewer and Walton,
1978). The applicability of the AVAP model and others that, like AVAP, are

based upon Gaussian plume concepts is limited to inert pollutants, or at least

those that are sufficiently unreactive that they may be considered effectively

inert over the relevant distances and travel times. The pollutants listed

above (CO, NOx, and THC and NMNC) fall into this category.

More recently, concern has arisen regarding the short-term effects of

402. The Clean Air Act amendments of 1977 required the U.S. Environmental
Protection Agency (EPA) to consider a possible short-term ambient-air quality

standard for NO2 . Most of the subsequent discussion has revolved about a one-

hour standard ranging from 0.10 to 0.50 ppm (World Health Organization, 1977;

Thuillier and Vieze, 1978). Since aircraft are known sources of NOx, the

"t 1 potential effects of aircraft activity on ambient NO2 levels over one-hour

periods must be considered, and some of the factors involved are discussed by

Jordan and Broderick (1978) and Bauer (1978). As indicated above, previous to

this study only limited observational data existed regarding NO2 effects

specifically, and what data did exist were of limited usefulness because they

were collected under conditions that were not necessarily conducive to

production of high NO 2 levels and not all the relevant variables were

" j,
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measured. In addition, no generally accepted mathematical model existed with

which to accurately predict NO2 effects, and, as a result, no detailed

assessment that considers a variety of conditions and levels of aircraft
ictivity could be made. Accordingly, a major component of the present program

was the development of an air-quality model suitable for the prediction of WO2
levels in the vicinity of airports and the validation of that model using data

collected expressly for that purpose.

The effects of hydrocarbons in the atmosphere have been the subject of

considerable interest for many years, particularly the relationship between
hydrocarbons and the production of photochemical smog (Demerjian et al., 1974;

ISEPA, 1978a). Other effects that may relate to hydrocarbon emissions from

aircraft include the production of objectionable odors and certain health
effects associated with specific hydrocarbons or classes of hydrocarbon, such

as the known mutagenicity of polynuclear aromatic compounds. An assessment of

aircraft cortributions to any of these problems must be based on knowledge of
the specific chemical composition of aircraft hydrocarbon emissions, because

in all cases the magnitude or even the existence of an effect depends in a
sensitive way on that composition. Essentially no information on this matter

was previously available, however, and the second major component of the

present program was a preliminary determination of the detailed chemical

composition of aircraft hydrocarbon emissions.

This report describes the results obtained in both areas of research

identified above. Section 2 deals with the NO2 field-measurement program,

Section 3 with the NO2 model development and validation program, Section 4

deals with the hydrocarbon-emission characterization program, and Section 5

summarizes what can be said at this time regarding the effects of aircraft
emissions on photochemical smog formation. Appendices contain discussions of

specific issues related to N02-NO-ozone chemistry, the averaging of wind speed

and direction, and instrument response effects.

4
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3

2 NITROGEN DIOXIDE FIELD-MEASUREMENT PROGRAM

As part of the effort devoted to N402 model development and validation,

a field-masurement program van conducted at Chicago's O'Hare International
Airport (ORD) by Argonne Notional Laboratory. Energy and Environmental Systems
Division (ANL/EES). The objective of the monitoring program was to collect
air quality. meteorological, and other data for the purposes of 1) assessing
aircraft contributions to one-hour average NO2 concentrations and 2) providing

adata base suitable for the verification and validation of the model being
concurrently developed for aircraft N402 effects. The purpose of this section
is to provide an overall description of the field-measurement program, to
describe the data processing methodology, and to present the results of the
analysis.

2.1 DATA CO)LLECTION AND PROCESSING

2.1.1 Siting, Instrumentation, and Measurement History

The ANLIEES Air Resources Section Air Monitoring Laboratory (AM4L) was
located at Chicago's O'Hare International Airport for approximately two and a
half months in the tall of 1980. A 10-mseter meterological tower was erected
nearby. and a variety of Instruments was employed to collect gas-phase
pollutant-concentration data, meteorological data, and other relevant
parameters. The AML and tower site selection was based on the following
considerations:

1. Measurements were to be made downwind of aircraft take
offsa.

2. To avoid contaminating the aircraft exhaust plume, no
significant pollution sources were to be upwind of or
between the runway and the sampling site.

3. The AL and especially the meteorological tower were to be
clear of aircraft takeoffs, landings, and taxiing.

4. Electrical power had to be available.

* The site, as shown in Fig. 2.1, allowed sampling of plumes from air-
craft taking of f from runway 321. That runway io generally used for takeoffs
under westerly and northwesterly winds, and the AL was situated in a nearly
optimal sampling location for those conditions, other pollution sources
Include automobile traffic on the entrance road and in the Chicago metropoli-
tan region, surrounding industries, and other airport operations, but these
did did not significantly influence aircraft exhaust plumes. The site was
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5

located 2h% meters perpendicular to the runway axis, 165 meters from the start
of 32R parallel to its axis, and 312 meters directly along a heading of 1000

from the end of the runway. The latitude and longitude of the trailer site
were estimated from a topographic map of the area to be 41'58'50 ' k 0.4" N
latitude, 87*53'16 ' k 0.5- W longitude.

The 10-meter meterological towei was erected 20 meters southeast of the
AML. The height of the tower and the distance from the AML were sufficient to
avoid undue influence on the meterological measurements. Except for the Air

Force "Alert Hanger" located 130 meters to the northeast, the surrounding
topography did not contain any objects that would affect meterological
measurements. The hanger undoubtedly affected meterological measurements when

winds were from that direction. The area between the hanger and the sampling
site was used primarily for parking snow-removal equipment, two small

aircraft, and a Comet (medium-sized Jet). The snow-removal equipment was
occasionally turned on for maintenance but always kept stationary. The two

small planes taxied out of their slots on a few occasions, and the Comet was

never moved. Activity surrounding the immediate vicinity of the AML was not
significant enough to influence measurements of aircraft takeoff exhaust
plumes.

The air-sampling system in the AHL consists of a glass 2-inch-ID intake

mainfold through which outside air Is drawn at a rate of approximately 400

liters/minute. The velocity of the air within the mainfold is approximately
3.3 m/s. Eight ports are provided for the extraction of samples; the first
port is approximately 287 cm from the Intake, and subsequent ports are spaced

28 cm apart along the manifold. Gas-phase concentrations of NO, NOx, 03, CO,
and THC were monitored with instrumentation, described below, located within

the AM!.. Other variables were monitored using instrumentation mounted on the
meterological tower or on the top of tlie AML. The instruments employed are

listed below.

1. A Beckman Model 950A Ozone Analyzer was used to measure the
concentration of 03 in the air. The basic operating principle Is
chemiluminescent gas-phase reaction of ozone with ethylene (C2H4 ). The
ethylene was supplied from an external cylinder in a blend containing 10% C2H4
reactant and 90% CO2 diluent. The instrument was operated in a fast-response

mode, corresponding to 30 seconds to 90% response.

2. A Thermo Electron Corp. (TECO) Model 14 Chemiluminescent Analyzer

was used to measure levels of NO and NOx . The chemiluminescent reaction of NO

1 and 03 provides the basis of detection. However, since this instrument Is
equipped with only one detection system, it cannot measu:e NO and NOx

simultaneously. The instrument, when in "auto" mode, cycles from one

substance to the other every 40 to 45 seconds. A "manual" mode may be used to
continuously monitor either NO or NOx . As a Monitor Labs Analyzer (described

under item 3) capable of measuring NO and NOx simultaneously was also in

II



operation, the TECO instrument was kept in NOx "manual" mode in order to
obtain continuous measurements of NO, during most of the monitoring program.

3. A Monitor Labs (ML) Model 8440 E Chemiluminescent Analyzer was used
to simultaneously measure concentrations of NO and NOx .  The chemiluminescent
reaction of NO and 03 provides the basis of operation. The instrument is
equipped with a dual detection system, allowing simultaneous measurements of
NO and NOx and providing a continuous measure of NO2 by difference. A 5-
second instrumental time constant was used in order to be able to follow rapid
NO and NOx fluctuations.

A NBS-traceable NO Calibration Standard using hydrocarbon-free dry air
as a diluent was used to calibrate the instrument. The primary calibration
gas was further diluted using a Bendix Model 8851 Dynamic Calibration System
(DCS), which also contained a permeation oven with a NO2 permeation tube. A
malfunction in the temperature control of the oven resulted In contamination
of the teflon valves and tubing within the DCS with NO2. This problem did not
affect the calibration of the Monitor Labs Instrument for NO, and the ML NO
measurements are considered accurate. Calibration of the instrument for NOx
measurement had to be carried out by cross-calibration with the TECO NOx
instrument. This procedure is described in Sec. 2.2.2.

4. A Beckman Model 865 Nondispersive Infrared Analyzer was used to
determine levels of CO in the sampled air. To determine the concentration of
CO in the sample, the instrument compares infrared radiation absorbed in the
sample cell containing a continuously flowing sample and in a reference cell
containing a portion of the same gas with CO removed by a scrubber.

5. A modified Beckman Model 400 hydrocarbon analyzer was used to
measure levels of total and nonreactive hydrocarbons (THC and NRHC). The
analyzer utilizes a flame Ionization detector, which functions approximately
as a carbon-atom counter. The instrument was calibrated to read in ppm
methane. The sensor uses a burner in which a regulated flow of sample gas
passes through a flame sustained by regulated flows of hydrogen and air. The
input to the analyzer was modified by addition of commercially available
components to cyclically monitor total and nonreactive hydrocarbons. The
instrument, however, was operated in the THC mode during most of the sampling
program because the switching valve gave rise to power fluctuations that
caused malfunctions in the operation of the data logger (see item 12).

6. A Columbia Research Laboratories Inc., Model SPL-103 Sound Level
Meter was used to measure sound level of aircraft takeoffs. A range of 90 dB

' ewas selected so that a nearly full-scale value was ,btatned when an aircraft

took off on runway 32R. The sound level was measured as an indicator of
aircraft takeoffs.

7. An Eppley Model 50 Pyranometer was mounted on top of the AML to
measure the intensity of solar radiation. The instrument was leveled

, horizontally and placed In a location that was free from shadows. This type

' ,, . ' . . -



7

of pyranometer is sensitive to light of wavelengths ranging from the near-UV
region to the near-IR region, and differs in that respect from the IV
pyranometer used by others (Harvey et al. 1977, and Zafonte et al., 1977).
Whereas the U'V pyranometer is generally regarded as being more suitable for
measurements that are to be related to atmospheric photochemistry, the
broadband pyranometer that was used in this study proved to be adequate, as

discussed in more detail in Sec. 2.2.1.

8. A Climet Model 011-3 wind-speed transmitter was mounted on the
tower 10 meters above ground to measure wind speed.

9. A Climet Model 012-11 bivane transmitter was mounted on the tower
10 meters above ground level to monitor both horizontal and vertical
components of wind direction.

10. A Climet Model 015-1 temperature probe mounted 10 meters above
ground on the tower provided measurements of ambient temperature.

II. Two ClImet Model 015-3 temperature probes were used to measure
directly the difference between the temperature 10 meters and 1.5 meters above
ground.

12. Data generated on site were recorded by a data logger consisting
of a 15-channel digitizer constructed at ANL and a Cipher Data Products Model
85M-9 tape drive. Data were recorded on a 9-track 800 bpi magnetic tape at a
rate of approximately one complete set of 15 measurements per second. The

exact rate at which data were collected varied very slightly over a period of
days about an average rate of one data sample every 0.99994429 a, as
determined by time checks using WWV broadcasts. One data sample consists of a
(digitized) measurement from each of the 15 channels in the data logger,
collected over a period of about 35 ma. Each digitized measurement consisted
of an integer ranging in value from zero to a full-scale value of
approximately 255, depending on the instrument.

A measurement history of these parameters is presented in Fig. 2.2.
The horizontal lines span periods of time during which the respective
Instruments were operating. Conversion of Julian date to calendar date may be
accomplished using the charts in Fig. 2.3. The X's marked for gaseous
pollutants denote calibration points for each instrument. In the case of the
data logger, the X's show those times when a data tape was replaced. The two
periods when no instruments are shown operating correspond to electrical power

failures.

v ITable 2.1 shows the data logger channel number, operating range over a

particular time period, full-scale voltage, and variables that are used in
calculating the true physical (nondigitized) value for each measured quantity.
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Table 2.1 instrument Ranges and Data Conversion Parameters

Channel Full-Scals
Psrameter Number Range Time Period* Voltage R| X2  X3

020,. 2 250 ppb 240:1400-296:1100 5.0 V 255 250 0 ppb
100 ppb 296:1100-10.:',210 5.0 V 255 too 0 ppb

TREW NO/Og 3 and 4 500 ppb 249:1345-273:1150 10.0 V 255 500 0 ppb
1000 ppb 273:1310-275:1330 10.0 V 255 1000 0 ppb
5000 ppb 275:1330-30:1345 10.0 V 255 5000 0 ppb
1000 ppb 304:1345-322:1240 10.0 V 255 1000 0 ppb

OL 0/30, 15 and 14 500 ppb 247:1230-275:1451 10.0 V 255 500 0 ppb
2000 ppb 275:1615-304:1247 10.0 V 255 2000 0 ppb

CO 5 33.33 ppm 227:1425-322:1225 5.0 V 255 33.33 0 ppm

TIICIWplIC 6 and 7 30 ppm 232:1345-240:1125 1.0 V 255 10 0 ppO
20 ppm 240:1227-273:1216 1.0 V 255 20 0 ppe

200 ppm 273:1216-275:0920 1.0 V 255 200 0 ppm

50 ppm 275:0945-301:1343 1.0 V 255 s0 0 ppm

Sound Level 13 -10 to * 90 dt 227:1245-322:1220 10.0 V 255 100 -10 d4

Solar Intesity S 0-969 watts/u
2  

227:1245-322:1220 1.0 V 255 989 0 watts/N 2

Wind Speed 9 0-49 uS 227.1245-322:1220 0.973 V 246 49 0 m/'

Vertical Wind
Direction 11 -60* to * 60' 227:1245-322:1220 0.973 V 246 120 -60 09C

Morlameetl wind
Olection 10 0' to 360" 227:1245-322:1220 0.S6 V b b b b

Tepgrsture 12 -30% to 50"C 227:1245-322:1220 1.0 V 255 so -30 *C

beItse
Temperature 7 -60C to *12*C 227:1245-322:1220 0.973 V 2468 1 -6 C

aJltjml Dates Central Daylight Time.

bUrn Rqustions 2.2 and 2.3 to copute horitootal wind direction.

via "0 "4Q I
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The value or a measured parameter In physical units was computed from the ray
digitized measurement using Eq. 2.1.

Value in Z units -+ X3  (2.1)

where:

I an adjusted raw data value,
Z - physical units of given quantity,
X1 digitized full-scale value,
X- physical full-scale value, and

X- baseline adjustment.

Valises of Z, X1,. X., and X3 for each instrument are given in Table 2.1. The
adjusted raw data value J corresponding to a particular measurement Was

obtained from the actual raw data value 1, which takes on Integer values
between zero and 255 inclusive, as follows. Values I - 0 or 255 were
discarded as being ambiguous, since a value of zero results from any
monitoring instrument output less than that which gives rise to a digitized
value I - 1, and a value of 255 results from any output In excess of full
scale. In other words, values I a 0 or 255 represent only upper and lover
bounds, respectively, to the "true" value. An exception was made in the case
of ozone, for which a value I - 0 was allowed on the argument that since the
Investigation dealt with NO, sources, the ozone level In a plume may indeed be
expected to be small in most Instances. Also, since the digitizer in effect
truncates to. the nearest Integer rather than rounding off, the same digitized
value I will be produced from any Input voltage in the range from the
threshold for value I to the threshold for value I + 1, and when converted to
physical units represents a lower bound to the true value. For example, when
the instrument was operated in the 0-2 ppm range, the digitization resolution
of the Monitor Labs NO/NOX data is 2000/255 - 7.8 ppb. The direct use of the
value I Itself therefore results in a systematic underestimate of the measured
value of the physical quantity being considered. In the NO/NOR example, each
measurement would be underestimated by an amount ranging from zero to 7.8
ppb. The loss of resolution due to the digitization process will be referred
to as the digitization error. An approximate correction for this effect was

4 made by adding 0.5 to the raw value 1, on the assumption that the input
voltages that give rise to the value I are approximately uniformly distributed

g over the corresponding range and using J - I + 0.5 gives the corresponding
4 statistically expected value and reduces the digitization error by up to

half. This procedure was used In processing all digitized date. In addition,
for TECO-NO~ It-NO, It-NOx and 03 measurements, a further correction is made
for instrument-response-time effects and for relative time lags between the
responses of these four Instruments to changes in airstream concentrations.
These corrections were found to be necessary in order to obtain maximum
resolution and to Insure that, in the later analysis, concentrations being

FIR.

=I veqq~I
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compared or used together corresponded as closely as possible to simultaneous
measurements on the same air parcel. The experiments and procedures by which

theae corrections were made are described in Sec. 2.1.2.

Equation 2.1 allows calculation of all parameters except horizontal
wind direction (HWD). MUD may be calculated using Eqs. 2.2 and 2.3:

X - (2.0833 * 21) - 1.0 (2.2)

ANGLE - 248.15 + X(260.64 + X(7.2956 - 4.9252X)) (2.3)

where I - raw data value of 1W).

If ANGLE ) 360.0, subtract 360.0.

Computations of gaseous-pollutant concentrations using Eq. 2.1 provide
estimates uncorrected for the calibration of each instrument. All gas-phase-
concentration monitoring instruments were calibrated every 3-4 days using the
following general procedure:

A. Replace In-line filters and adjust appropriate flows.

B. Set recorder zero.

C. Set instrument zero.

D. Set instrumeut span.

E. Record start time of a data recording period and place
instrument Into sample position.

F. Record atop time of the data recording period.

G. Record final recorder zero.

H. Record final instrument zero.

I. Record final instrument span.

In addition, primary rultipoint calibrations were carried out for the TECO N0X
and 03 instruments prior to or early in the measurement program. The results
showed both instruments to be performing properly, with a linear response over
the ranges of interest. The N02 -NO converter in the TRO( NOx instrument was
found to be 96t efficient.

•C
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As a further check on the performance of the instrumentation, a Quality
Assurance Performance Audit was performed by a local consulting firm on Sept.
23, 1980, on the Beckman 03 and the Monitor Labs NO/N0x instruments. The
findings of this audit indicated that the 03 and the ML NO Instruments were
performing satisfactorily, but the ML NO, measurements were in error due to
the calibration difficulties mentioned earlier. There was no evidence that
the instrument itself was malfunctioning, and the measurements are considered
to be of satisfactory accuracy after calibration by cross-comparison with the
TECO NOX measurements.

The bivane used for wind-direction measurements was calibrated, and the
vertical component measurement was found to be linear between the instrument
limits of t 60%. The horizontal-component measurements were not quite linear,
and the calibration data were fit with a third-degree polynominal in order to
insure accurate measurements (see Eq. 2.3). No calibration was required for
measurements of wind speed, ambien~t temperature, solar intensity, or sound
Intensity.

2.1.2 System Characterization

The major objective of the field-measurement program was to acquire
data that could be used to validate the NO2 model being developed. The
approach taken in the model is to describe Individual takeoff plumes and base
one-hour average predictions on the individual takeoff events for that hour.
The data, therefore, were collected at a rapid enough rate, about one complete
set of measurements per second, that Individual plume profiles would be well
determined. The entire time required for the passage of a plume is on the
order of 30 seconds and up, depending on the distance of the monitoring site
from the aircraft. The instrumentation used to measure such profiles must
either have a rapid enough response time to accurately follow a typical
concentration variation of zero to half a part per million and back again over
30 seconds, or the data muet be corrected for the finite instrument response
time for an accurate determination of plume shape and size. A general
discussion of the effects of instrument response and of ways of correcting for
those effects Is given In Appendix 3.

Manufacturer's specifications in the various instrument manuals give
some indication as to the various response times. However, such specifica-

4 tions usually refer to the electronic response only, and it was felt desirable
to have Independent measurements of the response of the Instruments within the
total sampling system of the Air Monitoring Laboratory. Accordingly, a set of
experiments yes conducted on Oct. 13, 1980, to characterize the response of
the NO, NOR and 03 Instruments.

The experimemtal setup was as shown in Fig. 2.4.. A quantity of NO was
Introduced Into the Intake of the sampling manifold on an Intermittent basis
so as to simulate a series of approximately rectangular pulses. Both NO and

NRmeasuremmnts were affected directly; the 03 measurements are also
affected, since ambient 03 reacts with part of the No injected, as discussed
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in Sec. 3.1.3. The responses of the TECO NOX, ML NO/NOx, and 03 instruments
were recorded at a rate of 10 sets of measurements per second on magnetic tape

using the data logger; the ML NO/NOx and 03 instrument responses were also
followed using strip-chart recorders. A total of seven experiments were
carried o t, of which four gave useful data. In the other three experiments,

fluctuations in the wind velocity caused unacceptably large fluctuations in
the amount of NO being drawn into the intake. The problem was solved by
pushing the NO source further into the intake so that the amount drawn In
would he less susceptible to wind variations. The strip charts from

experiment no, 7 are reproduced in Fig. 2.5.

The data were analyzed to obtain response times by numerical least-
squares fitting of a theoretical response curve to the Individual Instrument
responses as recorded on magnetic tape. Each instrument was assumed to

respond in an exponential manner to its respective input signal. The input
signal was assumed to be a diffuse step Input, i.e., a step that has diffused
somewhat so that the front is not infinitely sharp. Under these assumptions,

a theoretical instrument-response curve y(t) can be evaluated (see Appendix 3)
for a diffuse step increase:

y~~Y) -

y(t) Yo + T t + erf(t) - erfc( a - C) exp(Q 2 - 2ac)) (2.4)

and a diffuse step decrease:

y(t) - yo +  
- [1 - erf() + erfc(a - c) exp(a 2 

- 2a4)] (2.5)

in which yo is a baseline value, y. and y-. are asymptotic values, and a and

C are defined by:

a =(2.6)

t -t
0 (2.7)

In these equations, a denotes the parameter that characterizes the diffuseness
of the step, T denotes the instrument response time, and to denotes the

t arrival time of the front or step. The functions erf and erfc denote the
standard error function and the complementary error function:

4

e 2
erf - et dt

and

erfc(x) * I - erf(x)

i i i -
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The five parameters yo, yj, a, i, and t o were all considered unknown and

deter'mined simultaneously for each instrument in each experiment. The step-

incr.ase and step-decrease phases of each experiment were considered

ii n4 1,, ndently. The residuals from each flit were oxamined visually; no

qvstem.atic trends were observed, and it was concluded that Eqs. 2.4 and 2.5
adet iatly -:p-qsent the observed behavior.

:'evcted results from these experiments are given in Table 2.2. The

v.,lkos of zesponse time and arrival time represent averages over the various

,t41,'r:tl ; values for the baseline and asymptotic concentrations as well as
t1,t dtIt.uo ness parameter o are not Riven, since they reflect the manner in
which the- experiments were carried out rather than any significant property of
0l "i"lir, system or instrumentation. It is interesting to notice that in

' ,t , th, measured response time was noticeably longer than the

t.'Lrt, turer's specification, the qingle exception being the ozone instrument
ttr step-decrease experiments. It is also interesting to notice that the
rf, : rt times for step-increase Cases are all higher than those for step-

e, c,.e.. (-ases. In each instrument, the sample stream Is mixed with another
4 ,s ir1ture containing a substance that reacts chemically with the species to

h,. d,,t,,ti, the reaction being such that light is emitted and detected. It

is t',ttiht that the difference in response times between increase and decrease
c-A ', r,',v reflect details of the gas mixing and detection processes.

lI!t v:,-nes In arrival times reflect primarily differences in sample flow
tat,'v ;ni sampling tube lengths. Differences due to the finite air velocity
in *,..t- , 4ifo)ld are estimated to he much less than one second.

1the data analysis required that measurements of NOx9 NO, and 03 be as
nearly imi laneous as possible, and the significant differences in arrival
t imes ob erved in the response experiments just discussed indicate that
correctiifi for these effects is required in the subsequent analysis. In order
to examine the possibility that the relative time lags between the 40 x, M01
and 03 inst ruments varied over the duration of the measurement program, an
alternative procedure was adopted for their determination and was utilized to
determine time lags for several different periods of time scattered throughout
the imasurement history. The alternative procedure involved the computation
of the square of the correlation coefficient (R2 ) between the TECO NOx
measurements and the other three measurements (ML M0x' ML NO, and 03) for a
variety of different time lags. The results were plotted as a function of
time lag and the optimal time lag was taken to be that which maximized the
value of R2 . The time logs determined in this way were found to be constant
over the entire measurement program and are given in Table 2.3 along with
typical R2 values. Values are somewhat different from those given in Table

4e 2.2. which were determined in an entirely different manner, but not
dramatically so. The ML NO/NO1 lags are somewhat larger than found earlier,
but the ML NO-HI. NOx time lag of 0.7 second reproduces the earlier value, and
the ozone time lag is witbin tbe previous experimental error. The values
given in Table 2.3 were used in the basic data processing.

4 . _ _ _
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Table 2.2 Selected Instrument-Response-Parameter Values
a

Monitor Labs

TECO
Parameter NOx  NO NOx  Ozone

Response Up 6.87 * 0.16 6.82 * 0.16 3.53 ± 0.27 14.03 * 2.67
Time -r Down 6.tJ * 0.13 5.99 * 0.12 2.79 * 0.17 9.36 * 0.46
(a) Total 6.67 * 0.24 6.41 * 0.44 3.16 * 0.43 11.70 * 3.02

Specs. 5.0 5.0 2.2 13.0

Arrival Up 4.92 * 0.08 4.20 * 0.08 - 3.26 * 1.06
Time toc  Down 4.89 ± 0.07 4.13 1 0.06 - 2.27 ± 0.48
(a) Total 4.91 ± 0.08 4.17 ± 0.08 - 2.77 ± 0.96

aValues given are averages over four experiments involving a step increase
(the -Up" values), over four experiments involvtng a step decrease (the
-Down" values), and over all eight experiments, combining both step
increase and decrease results (the "Total" values). Indicated uncertain-
ties represent one standard deviation.

bManufacturer specified value. TECO NO, value for manual mode.

CWith respect to the TECO NOx arrival time; the values cited are in fact
values of the difference to - to (TECO NO.).

4i
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Table 2.3 Relative Instrument Time Lags a as
Determined by Time-Sequence

Analysis

Optional Time Lag

Monitoring Instrument (seconds) 
2

TECO NOx  - -

Monitor Labs NOx  6.0 0.9
Monitor Labs NO 5.3 0.9
Beckman 03 3.25 0.45

aValues given with respect to the TECO NOX

instrument.

d

V
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The correction of the measured data for instrument response was made
using Eq. 2.8 (see Appendix 3 for the derivation) using the response times
given in Table 2.2. Equation 2.R involves the assumption of exponential
response, an assumption which is adequate in view of the lack of any
systematic trends in the residuals of the numerical fits to the response
experiment data.

xk ' ( [t)'Yk - Yk-Iexp(-6t/t)) (2.8)

In this equation, xk denotes the corrected response at time instant k, Yk and

Yk-I denote the instrument response at times k and k-I, respectively, 6t
represents the sampling interval (nominally one second), and T represents the
instrument response time.

As indicated earlier, a malfunction in the Dynamic Calibration System
(DCS) made the calibration of the Monitor Labs NOx measurements highly
uncertain. The calibration of the TECO instrument was not affected, since it
contains only one detection chamber and was always calibrated in the NO mode,
the NO2-NO conversion having been checked and found to be satisfactory, as
discussed in Sec. 2.1.1. Similarly, the calibration of the Monitor Labs NO
channel was not affected. In order to make use of the ML NOx data, the ML NOx
channel was cross-calibrated against the TECO NOx da..a taken simultaneously.

Since the TECO data could be calibrated, this procedure allowed the Monitor
Labs data to also be calibrated, although this procedure does not yield
results that are as accurate as would have been obtained with a properly
functioning DCS. It is fair to say, however, that the redundancy built into
the monitoring program by having two NOx instruments allowed a potentially
serious and program-threatening problem to be reduced to an annoyance.

The procedure used for the cross-calibration was essentially the same
time-sequence analysis method used to determine the relative instrument time
lags, except that the slope and intercept as well as the R2 value was of

interest. A new cross-calibration had to be run each time either instrument
was calibrated. Table 2.4 contains the results of the cross-calibration for
each calibration period. A total of 13 joint calibration periods (JCPs) were
identified; these are periods during which the calibration of both instruments
and the instrument settings (mode, range, etc.) remain unchanged. The
regression period is that period of time within the JCP selected for
regression analysis. All times are Central Daylight Times. The regression

* results, number of points used, instrument ranges and calibration periods are
presented. The regression analysis was carried out using raw data from both

* instruments, so that the cross-calibration slope and intercept could be used
• to convert a ML NOx raw datum to an effective TECO NOx datum.

The analysis had to be carried out differently for JCPs 1-4 than for
the rest because during those times, the TECO instrument was operated in
"automatic" mode. In this mode, the instrument automatically cycles between

r
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Table 2.6 Monitor Labe NOx -- TECO NO, Crose-CalibratLon Results

Joint Calibration Period Regression Period Ranze (ppm) Callbr. Period
No.

Start Stop Start Stop Points Slope Intercept a2 ML TECO ML TECO

1a 249:1365 252:1160 250:1200 251:1200 166 0.983 -2.199 0.992 0.5 0.5 1 1

2' 252:1600 266:1165 252:1400 253:1400 14 1.088 5.066 0.976 0.5 0.5 2 |

257:2600 258:2600 136 1.035 -2.380 0.935
264:2400 265:2400 166 0.911 10.073 0.958

426 1.101 6.265 0.956

36 266:1350 270:1138 268:0000 269:1000 203 1.190 -2.255 0.997 0.5 0.5 3 2

48 270:1138 273:0815 270:1200 271:2600 216 0.630 -3.037 0.997 0.5 1.0 3 2

5 273:0860 273:1150 273:0860 273:1150 11,390 0.515 0.563 0.912 0.5 1.0 3 2

6 273:1600 275:1327 273:1600 276:0730 61.190 0.515 -0.363 0.976 0.5 1.0 4 3

7,8 275:1327 275:1665 WOT USED 0.5 5.0 6 3

9 275:1615 277:1235 276:0600 276:2200 18,287 0.202 0.299 0.697 2.0 5.0 5 3

10 277:1563 289:0862 286:1000 286:1600 5,233 0.286 -1.308 0.919 2.0 5.0 5 4

11 289:1315 296:1221 291:2000 291:2200 2.693 0.386 -0.393 0.938 2.0 5.0 6 5

293:1100 293:1300

12 294:1413 298:0865 296:1600 296:2000 7,726 0.409 -0.017 0.936 2.0 5.0 7 6
295:1600 295:1745

13 298:1216 306:1267 298:1700 298:1900 5,766 0.372 -0.056 0.962 2.0 5.0 8 7
303:1400 303:1600

ATECO NO/WO instrument operated in automatic mode.

54
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NO and NOx approximately every 45 seconds. The cycle time is not constant,
however, and may range up to 60 seconds. During the time when NO is being
measured, the NOx output-channel voltage is held fixed at the last value it
had prior to the switch to NO, and vice-versa. It proved to be impossible to
reliably Identifv the NO, periods from the raw data, and the regression
against M1, NOX data was therefore carried out with values that represented raw
digital data averaged over a 10-minute period. Other averaging times were
examined, but 10 minutes proved to be optimal in that it was long enough to
average out the NO/NO, cycling of the TECO Instrument but short enough to
preserve enough variation in the data to allow the analysis to be made with
reasonable accuracy. No correction for relative lag times was made in these
runs.

In JCPs 5-13, the TECO instrument was operated in the manual mode and
provided continuous measurements of NOx. Cross-calibration analyses Involved

the comparLtoo of each pair of raw data values, and the relative time lag was
determined simultaneously by running comparisons using different lag times and
selecting the results that correspond to the maximum R2 value. In all cases,
the slope of the regression was maximized at the same time lag that maximized
the p2 value.

Figures 2.6 through 2.9 exemplify the wealth of data that were
collected in the field-measurement program and the effects of the various
processing steps. Figure 2.6 shows pseudo-stripcharts generated from the raw
digitized data for Oct. 29, 1980 (Julian day 303); the raw data have been
averaged over two-minute periods for purposes of display but not corrected nor
changed to physical units. From top to bottom, the four plots shown represent
ML-NO, ?L-NOx, ozone, and TECO-NOX measurements, respectively. Displays of
this type as well as sim!lar presentations for the CO, total hydrocarbon,
solar intensity, wind direction, temperature, and sound intensity data, were
generated for each day of the program and proved to be invaluable in
Identifying periods during which peaks due to aircraft activity could be found
as well as in obtaining a feeling for the overall performance of the system
and in identifying periods during which either malfunctions or some other
interesting external phenomenon occurred.

Figure 2.7 shows the period from 1400 to 1600 hours CDT on day 303 in
more detail, and represents a plot of three-second rather than two-minute
averages of the raw data. Several aircraft peaks may clearly be seen in all
of the NO or NOx plot., and the depletion of the ozone level within each
aircraft plume is clearly demonstrated. Figure 2.8 displays the raw data for
the period 303:1454:35 to 303:1455:55 (a total elapsed time of 80 seconds),
during which the passage of a single aircraft plume was observed. The ozone

4 depletion is clearly seen, and the effect of the relative instrument time lags
can also be clearly seen by comparing the corresponding positions of various
points in the different curves. For example, the TECO NOx peak occurs
significantly earlier than either ML peak or the ozone minimum. In addition,
the TECO NOx peak seems to contain significantly more structure than the ML NO
or NO, peaks, which in turn have more structure than the ozone curve. This is

I=*v~.
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due to differences in instrument response, the TECO instrument having the
shortest response time and the ozone instrument having the longest, as was
shown in Table 2.2. Finally, Fig. 2.9 shows the same period of time as Fig.
2.9 but displays the processed data after conversion to physical units. The
str ictiires in the various curves are now seen to correspond closely,
illustrating the effect of the time-lag and instrument-response corrections.
Dturing all data processing, the ML-NO, data were used to define the basic time
points, and the data from the other instruments were shifted accordingly.
Thtis, in Fig. 2.9 the main TECO peak occurs at 1455:13 rather than at the
uncorrected time of 1455:07 as displayed in the raw data in Fig. 2.8.

2 .2 DATA ANALYSIS AND RESULTS

*..'. IAmbient Photostationary State and Pyranometer Calibration

One of the basic assumptions made in the development of the NO2 model
is that the ambient NO, NO2 , and 03 concentrations satisfy the photostationary
state relation (Leighton, 1961):

-10 3  kA (2.9)
f o 2  ) k B

Whert'e I denotes the concentration (number density) of the bracketed chemical
.pecies, kA is the rate coefficient for NO2 photodissociation and kB is the
rate coefficient for the reactions between NO and 03 to produce NO2. A more
,d,tailed discusson of the chemistry, including a derivation of Eq. 2.9, may
he tound in Sec. 3.1.3. The first task in analyzing the field data was to
dtetermine the extent to which the measured ambient concentrations satisfied
Fq. 2,9.

The available data are not sufficient to allow a rigorous test of the
validity of Eq. 2.9; in particular, direct continuous measurements of kA,
which depends upon the ambient near-UV light intensity, were not made. This
type of measurement is by no means routine, although in recent years several
research groups have reported on the design, construction, and use of devices
fo r the direct determination of kA (Burch et al., 1974; Jackson et al., 1975;
Stedman et al., 1975; Harvey et al., 1977; Zafonte et al., 1977; Bahe et al.,

* 1980). In most of these studies, direct measurements of kA were correlated
with simultaneous UV radiation measurements made with pyranometers sensitive
only to near-UV wavelengths. The results indicate that UV-pyranometer data
are a useful surrogate for direct kA measurements and that the development of
empirical relationships that enable kA to be estimated from a pyranometer
measurement of light intensity is entirely feasible. In order to test the
consistency of the measurements with Eq. 2.9, the tentative assumption was
made that Eq. 2.9 is valid and an empirical relationship was developed between
the pyranometer data and the apparent values of kA.

A
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If one assumes that Eq. 2.9 is valid, measurements of the ambient
concentrations of NO, NO2 , and 03 may be combined with the known value of kB
to provide an estimate of the value of kA, which will be termed the apparent
NO, photolynis rate. Denoting this estimate by VA to distinguish it from the
value kA that a direct measurement would yield, one finds that VA is given by:

VN l IO(31 (2.0)

A FkB so
R 02

This quantity may be evaluated on a continuous basis from data collected
during the field program, although individual values obtained in this way are

suhect to significant random errors arising from a combination of the
digitization error associated with each concentration measurement and the fact
that in order to have measurable quantities of all three substances present at

the same time, all three concentrations must he rather small.

The method whereby the consistency of the ambient data with Eq. 2.9 was

checked was to examine the relationship between V. and the corresponding

pvranometer data. Five time periods, one on each of five separate days, were
identified for analysis. The periods chosen were such that (1) no aircraft
plumes were included and (2) a wide range of ambient lighting conditions were

covered. Table 2.5 lists the periods chosen along with a brief description of
the lighting conditions. These five periods were subdivided into 31)-second
Intervals, and median values of VA and the solar radiation intensity as
measured by the pyranometer within each interval were determined. A total of
3120 out of the possible 3240 intervals yielded a valid median for VA'

Figure 2.10 shows the results in the form of a plot, with the vertical

axis specifying the VA value and the horizontal axis the pyranometer

reading. A high degree of correlation between VA and solar intensity is

obvious. The apparent photolysis rate approaches zero with the solar

intensity, and increases monotonically as the solar intensity increases. The
relationship between the two is clearly nonlinear; this feature is in accord
with other, similar results obtained using UV pyranometers and is due mainly
to the cosine response curve of the Eppley instrument (Harvey et al., 1977;

Zafonte et al., 1977). It should be noted, however, that in the only other
published study known to us to use a device sensitive to a broad range of
wavelengths, a linear relationship was found over the entire range of solar

intensities and photolysis rates examined (Babe et al., 1980). These investi-

gators comment that a nonlinear relationship had beer expected and attribute
the linearity of their results to the fact that data from all seasons of the

year and a great variety of weather conditions were included. In addition, an

Vf early version of the direct-measurement device designed by Stedman and

coworkers also produced a linear relationship when correlated against an

Eppley IN pyranometer (Jackson et al., 1975). Harvey et al. (1977) comment

that curvature in the type of plot under consideration is expected when the
sky is clear, but that one effect of clouds is to diffuse the available
sunlight more evenly over the sky and thereby reduce the significance of the

HIA
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Table 2.5 Ambient-Photostationary-State Analysts Periods

Solar Zenith
Angle (degrees)

Period Date:Times(CDT) Min Max Sky Conditions

i 256:1400-1800 41.4 78.6 intermittent clouds

2 259:1100-1700 39.2 68.6 cloudy

3 262:1100-1700 40.4 69.6 clear

4 263:1100-1900 40.8 92 .0a clear to 1500, intermittent
clouds after 1500

5 264:1100-1300 41.2 55.3 intermittent clouds

aAfter sunset, during civil twilight.

V
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Table 2.6 Plume-Photostationary-State Analyst@ Periods

Group

1 2

Julian date:time interval (CDT) 284:1000-1800 293:1000-1700
300:1100-2000 294:1500-1700
303:1100-1500 295:1400-1700

299:0800-1700

No. valid points 15499 10157

<MEDIAN> 1.094 1.404

41 "

I
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MFDIAN*; valuie In Table 2.6 with the expected value of 1.0 is also better for
Croup I . Second, there is sow tendency for 40MEDIAN to he greater than

M1Fl)IAN> tor intervals in the range 10-24, although the scatter is such that

thi., tendency does not appear to he statistically significant. Finally, At

, Vh high end (24-34) there is no obvious tendency for deviation from a

;lhoto'~tationarv state, although these points correspond to P much smaller

tiihcr of values of 0 than the points corresponding to lower 0x
coticent rat Ions. On the whole, this analysis reveals no significant departure

t r.,m photostatitonary-state conditions either within or outside of aircraft

I I Mne

The second method of analysis makes use of data for 50 plumes selected

thr detailed analysis in the modelI-verificeatiLon phase of the program. The

fiata for these plu mes are discussed more completely in Sec. 3.1.6; it suffices

'!crc to say that data for peak NO, NOV, and 03 concentrations are available,

whe~re -peak" Implies an average over the three consecutive points at the

pocition (Or time) of maximum NO . concentration. If Eq. 2.9 holds, the ratio

NO/No, ", given by:

jNJ K (2.13)

I1 103I1o

8v definition, [140xI IN01 + IN0 2 ); Eq. 2.13 Implies therefore that the ratio

iNfIlN() I is given by:

(NO) ' K (2.14)
INO X) 1031) + K

it the phorostationary state relation is valid. The quantity D, defined as

sf o1 x I ) - K/(10)3 1 + K). was computed for each plume for which the

a Ic iat ion yielded meanfngful results, the subscript p denotes peak value.

Plumes for which (NO] p (NO IP or for which 103) < 0.0 (i.e., for which

!03])p is below detectability) were discarded from this analysis. In all, 20

li-ng 727 plumes and 6 McDonnellI-Douglas DC-10 plumes were used. If the

plume Is in a photostationary state, D Is expected to be zero. The average

value Of 1) (6)) for the 727 plumes was found to be 0.063, with a standard
deviation of 0.140, and for thc DC-10 plumes, 6 - 0.012 with a standard

deviation of 0.097. In neither case was a significant departure f rom

d photostat ionary conditions observed.

The general conciusion reached from these analyges is that the

Observational data is consistent with And supports the assumpt ion of

photostationary state conditions within aircraft plumes. The use of such an
assumption In the development of a model for estimating No 2 levels within sueh

plumes is therefore )ustified.
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2.2.3 Estimation of N02 /NOx Emission Ratios

As mentioned in the previous section, a number of individual aircraft
plumes were singled out for use in the model-verification phase of the
program. The data for these plumes may also be used to estimate the N02/NO,
emission ratios, as follows. The NO2/NOx emission ratio is given by: I

[NO2I e  [NO]Oe I e (2.15)
(No xle [NO]l

from the definition of NOx. The peak observed concentration of NOx within

a plume is given by:

(NOx p - f[NOx e + ( - f)[NOx] a  (2.16)

where f Is the peak volume mixing ratio of aircraft exhaust gas (i.e., the

fractional contribution of exhaust to the volume of gas whose composition was
measured) and the subscripts p, e, and a denote peak observed, exhaust, and

ambient concentrations, respectively. The ratio [NOxp /[NOx1 a Is therefore
given by:

[ N x (NO - I + I 
(2.17)

On the assumption that (NOxje >> (NOxIa, which Is certainly valid in this

case, [NOxI p is given to good approximation by:

[NOX) p - fiNOx~e + (NOxia (2.18)

Also, assuming that aircraft do not emit ozone, (03)p would be given by:

[O3] p - (1 - " 1031a (2.19)

if no chemical reaction with NO occurred, and (NO]p under the same assumption
would be given by:

(NO]p - f[NO e + [NO~ a  (2.20)

The stoichlometry of the chemical reaction between NO and 03 is such that for

every molecule of 03 that disappears, one molecule of NO also vani hes (and

, one molecule of NO2 appears, so that the NO, concentration is unaffect). If
• 4

I

F -I•_•_ __
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the concentration changes of 03 and NO are denoted by F,, F, may be evaluated
us I ng:

F. - (I - f)[031, - [03] (2.21)

or, assuming f <( 1, from:

F, - [03a - [03] p  (2.22)

The assumption regarding i must be made to allow F, to be evaluated from
measured ozone concentrations, sinre no independent measurement of f or [NOx) e
is available for the plumes used in this analysis. The effect of the reaction

is to reduce INO] by the amount F,, so that the observed concentration is given

by:

[NO)p - f[NO]e + (NO]a - F, (2.23)

Combining Eqs. 2.18, 2.22, and 2.23, the ratio [NOle/[NOxie may be evaluated
in terms of measured quantities:

[NO) e fNO) [NO) - INO) a + (03 a - [03p (2.24)

[NOxe xe [ xIp 22xa

The data for the individual plumes used in the analysis include
estimated travel times from emission to passage over the monitocing site.
Including only plumes having travel times estimated at 100 seconds or less,
the mean value R of the quantity R - [NOle/INOx]e was computed to be 0.935 +
0.097 (lo) for 21 Boeing 727 plumes, and 0.932 + 0.024 (1a) for 15 McDonnell-

Douglas DC-10 plumes. If travel times less than or equal to 60 seconds are
considered, R(727) becomes 0.896 (12 values) with a standard deviation of
0.100, and R(DC-lO) is essentially unchanged at 0.935 (9 values, a = 0.023).
There is no obvious physical explanation for the difference in the two values
of R(727), and they are not statistically different given the above standard
deviations. The conclusion is that the NO/NO x emission ratio is essentially

the same for 727 and DC-IO aircraft, having a value of approximately 0.93, and
therefore that the N02/NOx emission ratio is 0.07, or 7%, for these aircraft.

o

S. •
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2.2.4 Relative Significance of Direct NO2 Emissions and

Chemical Conversion of NO

The individual plume measurements also allow the evaluation of the

relative importance of direct emissions and NO to NO2  conversion as

cont-ibuting factors to peak (ground-level) NO2 concentations. As discussed

in the preceding sections, the quantity & is the NO concentration decrease due

to chemical reaction and is also therefore the NO2 concentration increase due
to chemical reaction. Since may be estimated by (031a - [O3lp, the fraction

fr el the peak meastired NO2 concentration that is die to cliemical reaction may
he estimated by:

I - 0 
(2.25)r - [NO z 2 P

Figure 2.12 shows a plot ot values of fr for individual 727 and DC-1O plumes

against estimated travel time. In that figure, circles represent 727 plumes

and triangles DC-I0 plumes. Filled symbols designate points for which 103 p

was greater than or equal to zero, and open symbols designate points for which
()31p was less than zero due to measurement errors for very low

concentrations. In the latter cases, f. was estimated by the ratio
10 3 )./fNo 2 Jp .

A clear trend towards increasing importance of chemical processes with
increasing travel time is apparent in the figure. After 40 seconds travel

time, chemical reaction is responsible for only about 30% of the observed NO2
at the peak, hut after 80 seconds chemical reaction contributes about 702.
Extrapolating the trend, it appears that, after about 120 seconds, between 90

and 100% of the NO2 would be due to chemical processes. Although there are

insufficient data beyond about 100 seconds to clearly show what happens, it is

expected that fr would, on the average, approach the limiting value of 1.0.

It should be pointed out that, in general, the relative contributions from

chemical reaction should increase with increasing ambient ozone level for a
given travel time. The ambient ozone concentrations corresponding to the
plumes used in this analysis ranged approximately between 20 and 40 ppb,
values that are generally considered rather low. It is also worth noting that

there is no obvious difference between the 727 and DC-1O plumes in this

regard.

*: 2.2.5 One-Hour NOx and NO2 Dosages

f Thirty-two one-hour periods of aircraft activity were identified for

use in the verification of model one-hour predictions. These data are des-

cribed more fully in Sec. 3.2.2. It seems appropriate, however, to include

here a brief discussion of the results independently of the operation of the
model.

A.k
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The periods selected for analysis were chosen primarily on the basis of
A vl%.l examination of the daily reconstituted strip charts. Considerations

,*i, odid [he relative constancy of wind speed and direction, solar intensity,
.1 ;iihient ozone level, in addition to level of aircraft activity. The
,i-,rwi 4,1 t akeott events in any given one-hour period varied from a minimum of

to .i maximum of 35. For each period, the totAl dose of NO x and NO was
,,,it*d bV summing the products of the NO and NO concentrations and the
,iiv~ rime interval (one second) over all points in the period. The total NO 2

w, i, then estimated by difference. Finally, the corresponding aircraft-
:elit.'d dosages were computed by subtracting estimated ambient background

from the totals.

Figusre 2.13 shows the observed aircraft-related one-hour NOx dosages
tro against the aircraft activitv level measured by the number of takeoffs

,,r b ir. Figure 2.14 shows the corresponding NO2 dosages plotted in a simi-
-o manner, with the additional feature that the open circles denote periods

w .hich the average ozone concentration was greater than 24 ppb, and the
t iil i 1!trcles denote periods for which the ozone concentration was less than

n;1,, the average ozone concentration over all 32 periods.

the results shown in F, g. 2.13 and 1.14 indi,-ar, t,,car relationship

,*,,n the one-hour NO x and NO2 dosages :nld * o.rl" of takeoffs per hour.
, .. ttmpt was made to stratify these re.;i ts according to meteorological con-

Siis, or ambient concentration levels, wiL, -h, exception noted in the pre-
v1,.m, paragraph. In addition, it must he pointed out that these results refer
t- ,tiv specific monitoring location near one part icular runway. The runway
, 'od here is not as a rule used by the very largest aircraft; in particular,
it is not generally used for takeoff by Boeing 747s, which have the highest
NOx emission rates. In point of fact, the most common aircraft observed to
use runway 32R were 727s, DC-9s and DC-1Os. The results shown in the figures
wouild . expected to differ somewhat for other monitoring sites, Including
those near other runways.

Examination of Fig. 2.14 reveals a slight dependence of the results on
the ozone level. Most filled circles lie below the solid line, which repre-
sents an overall best fit, as discussed in the next paragraph, while most open
circles lie above it. The dependence exhibited in Fig. 2.14 is not very pro-
notunced, due probably to the relatively low ambient-ozone levels observed dur-
ion these periods In combination with the relatively short travel times that
arv involved and the correspondingly small contribution from the NO + 03
reaction compared with direct NO2 emissions (see See. 2.2.4 above). It is
expected that the higher the ozone level, the greater the slope of the D(N02 )-

E-* P versus-aircraft-activity regression line would be, with the limiting value
being the slope of the D(NOx)-versus-aircraft-activity regression line.

The solid lines shown on the two figures represent the linear leaat-
squares regression fits to the data and are represented by the following
equations:

1WI
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D(NO x ) - (1.367 + 6.309A) ppm-s (2.26)

D(NO 2 ) - (2.761 + 1.284A) ppm--s (2.27)

in which D(NO x ) and D(NO 2 ) denote one-hour dosages of NOx  and NO2 ,

respectively, and A denotes the aircraft activity in takeoffs per hour. The

Interceptu are not statistically different from the expected values of zero.
It is interesting and relevant to note that even at the highest level of acti-
vity, 35 takeoffs per hour, the corresponding one-hour average values of the

NO. and NO2 concentrations (given by D(NO)/3600 and D(N0 2 )/3600, respect-
Ivelv, and estimated from Eqs. 2.26 and 2.27) are only (2 ppb and 13 ppb.

Thus, the actual contributions of aircraft to NOx and NO 2 levels are fairly

low in the cases examined here.

A

*t _ _ _ _ _ _ _ _ _ _ _ __ _ _ _ _ _ _ _ _ _ _ _ _
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3 .1 BASIC MODH~l DOV TGN% ANT) FOIRMULIATION

The f irst and most import ant st age fi tho, dvcii,pmerit "t in1 'lir qIIa-l it

simullat ioln model, is- thVit idCe ntt i I.at ionl of .1n apprip i at. tnitr fii.mai r I(-l

t ormu Iat iin . In this stageC, design decis-ionis art- imale t hat cr t Icail Iv af fect

t he app Ii , hi I i rv tt 1d rra ct i bhi I i t V o f t lhe ti nfl Ico4mpter4- cole., 'Ind I T i s

i mport ant to' i den t i f v thfe physitca l and chemni (a I ic1(t 'rs t hat mus t he
-iccuratelIv S IM1ulIAte4d i n t he modelI in ordor t o thten itincorporate sui table and

MiltoIa] IV ,ompat ible t reatments of them into the model-I. A tiai r Iv c omp rehlt-ns;i ve

d i scusq ci t f t ht, 'e ne ra IeIement s t h a t c-ompr i se in a i r- Ilal I I .t v ul ai Ii ton
rMode 1 and h Ie i IrcuIImst anIIces oinde r wh ich tiny- re q ii re ;icco rateo t rtel-i mintt may he

i und i n t he Wo rkbhook tot Compari son of Air (ial it v Model I' I'S .:PA, 197 8 h).

The plirpiito th i sek.c tIi isv t o ot11 ie thte import lint I itct , rs roI it intg to

fI-, predIict ion oif one-hour average NIL. concent rit lins Inlrv t4 rr fr i i r. ratt

ac t v I t v at Mi rport ; And to desc ribhe and !list I f v t he spec tt i c desi n d(it- t s(10

hat have be-en madic as pa rt o f t he (level I pme tt o t .i mo 1 . I t r PI j 1 suich

predi ct to(ns.

.. I Treitment if Source IEmissiort Charaterist i(s

The emi ;si ns charaict er ist ics of tite sootesv- in qiiest i on trce Inevi t ih) y

aimonw I h most iM;...rt ant tfactors t o colns;i dvr. WthI re-gaird tio NOv effect s, te

11 tual emi ssion -omposi tion inid the intermnittent oa-t o Ire (if the emssions are

pa rt icIutlanlv relevant. Table 3.1, re-produce-d from Yamartino, et al. (1990b),
shows the SOX emi ssi on rates, of various aircraft enigi nes in dif ferent modes of

openat io(n . As c-.n c IlearlIv he seen , No x emi s,;i in rates are very much higher

during t akeof f t ho dun(hring o the r modes . It thlerit ore seems ent irelIy

iust IfiI able i n t he initttalI d vvi' I I) pmt-lrtt t o t 0(1(5 a t t cu lt ioil onl t akeI)f f
,ope r at i (ils 0o1ly, and this is the approachi adopted here. *Km iss i (ns that occuir

when an aircraft is ai rboirne (dutring Approach and ci imhoit ) ire., in anyv event,
expected to have a negliig ibhi e f feict at gr ounid level.

The emission rates given) in Table 3.1 are those of total Nox emissions,

expressed as if the total were No,. However, emi ssi on mekasurements madle on

three common Jet engines indicate that the No 2 /Nn x emission rati ii s typical lv

four to eight percent by volume (Pratt And Whitney, 1971 , cited by Yamart Ino,
et al .. 1980a. Our resul ts I ndicrated 77 ; see Sec . 2 .2. .) Thus, most of the

NOi) emi ssions are actiia ly No rat her than No,,. If No, ind No were chemi callyv

inert substances, the- desi go of anl appropni late air- -quta I I t v mo delI would he

considerably simplifiled and could be carried out along t radit ional l ines.

However, both N02 arid NO undergo rapidi chiemi cal react ions that , in effect,
convert one species into the other and that must he t aken into account in thle

3formulation of the model. The existence oif A reaction that conve-rts NO into

NO2iA c learlIy s igni ficant in that such a react i on prov i des an atevrnat ive
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Table 1.1 No x Emission Rates (lh/hr its NO 2 ) of Aircraft Engines
a

Engine Manufacturer Taxi/
and Model Idle Landing Takeoff Approach Climhout

Pratt and Whitney, T9rD-7 5.73 123.14 474.60 3).25 282.30
Pratt and Whitney, .T30-7 2.23 34.29 126.40 16.35 78.60

Rolls Royce, RB-211-22B 5.31 129.31 504.10 32.26 301.90
General Electric, CF6-50C 3.02 171.29 670.95 52.80 462.20

General Electric, CFh-6D 4.88 121.77 467. 1 41.54 309.20
Pratt and Whitney, JTSD-17 3.91 53.94 202.06 19.39 123.40
Rolls Royce, RDa7 0.29 2.31 8.51 0.57 5.55

Garrett AiResearch, TPE731-2 0.54 8.05 29.80 3.99 7.18
Pratt and Whitney, PT6A-27 0.28 1.25 3.32 1.80 2.80
General Electric, 700-2D o.82 4.2h 14.h6 1.65 9.98

AVCO Lycoming, T10540 J282 0.01 0.05 t).o9 0.13 0.05

aAll emission rates except those for landing are from Pace (1977). The land-

ing emission rates are computed by assuming that the landing operation con-
sists of b0Z idle, 24% takeoff thrust (i.e., thrust reversers), and 16%
approach thrust (to account for the spool down/up/down cycle).

4,"

I

m t
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echan I m to diJ1rect emi ssi on by which air kdft operations can affect

atmospheric NO 2 concentrat ions. A discussion of the relevant chemistry is
given in Sec. 3.1.3; It is sufficient here, to point out that the conversion of

NO to NO-) is a nonlI Inear process in which the rate of conversion at a

prtcular point in a plutime depends upon the product of the NO and 03

concentrations at that point. This type of behavior sIgni ficantly complicates

the mathematical formuilat ion of a model unless simplifving ,sumpt Ions can be

made. Sonx' possible assumptions will be discussed helow. In general, the

presence of nonlinear chemical processcs implies that all Nox sources that

contribute significantly to NO 2 levels at the same time at a given receptor

must be treated simultaneously. It is incorrect in principle to calculate the

effects of different sources separately and then to estimate the total effect

by adding them, as is commonly done in air-qualIty mode l s for inert

substances. The impl Icat Ion Is that I I the exhaust plume I rom an aircraft

takeoff event overlaps or interacts with the plume from another source,

including a previous takeoff event, both must be considered simultaneously.

Fortunately, data taken at Washington National Airport indicate that

individual takeoff plumes may In fact be considered Independently, at least in

the vicinity of the airport, since they are sufficiently far apart that they

do not interact with each other over the distances of Interest here

(Yamartino, et al., lqgIoa). The basic approach to be used in the model is

therefore to treat takeoff events on an individual basis and to predict one-

hour average 1402 concentrations in terms of these individual contributions.

Under sufficiently low wind-speed conditions and sufficiently high aircraft

takeoff activitv, the assumption of nonlntcracting plumes may become

Invalid. In addition, the presence of a significant contribution from some

other source, located either on or off the airport grounds, must generally be

taken into account. In this work it is assumed that, with the exception of

the takeoff plumes themselves, the trace-chemical composition of the ambient

atmosphere is homogeneous in space and constant in time, at least over the
one-hour period tor which a prediction is to be made.

1.1.2 Treatment of Initial Jet-Plume Effects

The problem of describinl the behavior of a jet takeoff-exhaust plume

In the atmosphere is in some sense equivalent to that of describing the mean

tralectory and evolution in size of a hot, turbulent, fluid let emitted

parallel to and some distance above a solid, plane surface into another turbu-

lent fluid medium whose turbulence properties depend on the height above the

surface and whose mean flow speed and direction bear no special relation to

V that of the initial let. The evolution of such a turbulent, fluid jet is not

well understood theoretically nor is it well-characterized on an observational

basis. One characteristic of any fluid jet, however, is that the initial

energy imparted to the fluid is eventually dissipated, and the motion and rate

of growth of a jet plume in the atmosphere becomes controlled by ambient

turbulence at or near the point at which the rate of dissipation of energy in

the jet hat decreased nearly to ambient levels. The basic philosophy adopted

_IA



in t hi. ,r r.n. t lg t reatrment of the dynamic effects of the initial let
vl oci t v ",ra h,, ';%mm.,rized by saying that (1) no attempt is made to simulate

in d, , b I ,. h -.hTvi, It t It, t plume near the engine, where the plume

v,.'1of v v. siiniti.ntlv different from the ambient wind velocity and where

orho l,.t ~, ar poorlv known, and (2) the model is required to describe

rhe t r ,,,p, t and dispe.r-;ion of e xhaust emissions only after that point at

which imin 1! 11r uo , o'o and metpornological conditions become the controlling

Iact,t 1,.,, i , -;o i I N, the model describes the emission of a plume by a

vin t .ircratt dt-rin takeoff in terms of an equivalent but dynamically

tasv.r V. Pi -.im .nit ui etfective (moving) source point and with an effective

Hit i1i l 1t Al istrihot ion. The effective source location and size are

il tm t he init ial Pt-exhaust velocity and thermal content using

.av., * t~ ,r i ,atfi ; of the rat, of energy "'ssipaton in a simpler
-1 .d t hi- the raiect orv tollowed by a simple jet injected into a

1~~ 1M~.It~

Ii. t V'4 i -,I I t iit Ion I q Rsketched in Fig. 3.1 , which shows

,.- 1, i I.. ..t s.psht of arn exhaust plume from a single moving let engine

'- ,e anl look ing down on the plume. The ambient wind direction is

S ,- .t A:1 ingle I to ttie takeoff direction and, following the

. . i-.-~-y e.,,t ion,. the coordinate axes are defined along and perpendicular

t', wi: v,.loritv. The effective source location and effective initial

. to.d.rd dv.viat ion owo are shown, as, are the relative orientations

tl. 'art -to. v, Ito-ittlis involved in the problem. In reality, at least three

i i i 011l t.ctors if fect the location of the source point and the effective

," i s tor.idird dviat ion. The first is that most commercial aircraft use

" t nr lt '.ooie and therefore emit more than one exhaust plume.

Sintract with each other, complicating the picture even further

t.,i,, ,,t vitw of the dynamics of plume turbulence, and the relative

sI . ,,rzontail separations of the engines contribute to the effective

,!. *, a;t disttib tion. The second factor is that a moving aircraft

• I, ittt ilet wok. that exists over a dimension comparable to the

- I w" ,. d, roaf' . This additional turbulence also contributes to the

,i "I' e.pi,-fd. Ilie t hi rd factor is that when a let is injected into a fluid

ft .il), t , 11n 1 , 1 w t t1, 1nitt Ial Jet velocity, the mot Lion of the fringes of

fh.f.- ., ' , fflt-,f v the mot ion of the medium earlier than the motion of the
to- is, ri -lsl t in a distort lon of the shape of the let cross-section

ind t hc p, us ;I Ih- ge,.t ration ol vortices ( Abramov I ch, 1963). The distribution

m.aV f-., oin, s,)mewiat flat toned on the upwind side of the let and somewhat

*'lunga it.d, part fcilorlv near the top, on the downwind side. The effect is

p1alit ait ivilv similar to that of wind shear on elevated plumes and results in

itt ,0ii 1on.01 (-tf'.i et of the effective crosswind spread.

Ksm pit r a t esvri pt bits of the tralectotry of the center of mass of a Jet

Pmitt -d" Int.t a rosswind and of the rate of dissipation of turbulent energy as
i f|| t fIit of insittI n along that tralectory are required in order to estimate
t he posit tio it the i-ffee tive source point. No theoretical or experimental

restilts NP.i t) exist for this specific situation, and it is necessary to make

OW 141111iniVitt}! .isSImmptiot that the energv dissipation rate is independent of
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the shape of the trajectory. This assumption is unlikely to be strictly
valid, although its validity presumably increases as the angle 0 approaches

zero. With the assumption, available empirical results can be used.

Abramovich (1963) summarizes the experimental results available at the
time on the trajectory of a circular jet in a moving medium, and of the
empirical equations given, the one most applicable to the present problem is:

1 .3

d q d d Y cot0 (3.1)

in which d denotes the initial let diameter and qol and qo2 denote the dynamic
pressures in the ambient flow and in the initial let, respectively, and are

given by:

2 2u (u - v *-
a e V)qOl a 2 and qo 2  Pe 2

where ambient and exhaust densities are denoted by pa and pe •  The orti in of

the coordinate system has been taken at the jet origin and the sign of the

variable y in Eq. 3.1 is opposite to that shown in Fig. 3.1. The ambient wind
speed is denoted by U., the aircraft speed by v, and the jet exhaust velocity

relative to the aircraft by ue.

Briggs (1969, 1975), in discussion of the plume rise of neutrally
buoyant vertical jets in a cross-wind, gives a variety of expressions

including his theoretical result (Briggs, 1975, Eq. 45, rewritten for
comparison with Eq. 3.1):

2 qo Ix 40(l~ (3.2)
a 3 ~q ~o2 Y-

Both expressions indicate that x is proportional to y3 for 0 - 90, but differ

in the value of the proportionality constant. In Eq. 3.2, 0 Is given by 0.4 +

1.2 ua/(Ue-v). For the case Pe . a' Ua 5 m/sec, ue - 230 m/sc, v - 0, and
9 - 90% Eq. 3.1 gives (y/d) - 0.0362(x/d)1 / 3 while Eq. 3.2 gives (y/d) -

0.0485 (x/d) I /3 . Thus the predicted values of y using the two equations
differ by a constant factor, 0.0352/0.0485 - 0.75 in this case. An

uncertainty of this magnitude is not unreasonable, and the plume trajectory

given by Eq. 3.1 was Initially chosen for use in this work simply because the

dependence on the angle 6 is explicitly given.

The evolution of an axisymmetric, neutrally buoyant jet emitted into an
effectively infinite unbounded apace containing a coflowing or stationary

fluid has received considerable experimental and theoretical attention (see
Abramovich, 1963; Hinze, 1975; and Tennekes and Lumley, 1972, for
discussions). Tennekes and Lumley give the following expressions for the peak

" 0
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excess velocity uj in such a Jet and the standard deviation a in the cross-
flow direction of the jet velocity distribution:

S6.4 and a - 0.06 7su. o
Jo (A

in which a denotes the distance from the let origin measured along the
trajectory (which Is straight along the symmetry axis in this simple case),
and Ujo is the Initial excess velocity above the ambient flow velocity. The
factor 0.067 In the expression for a may be interpreted as the tangent of half
the angle * subtended by the length 2a at a distance s from the origin; the
corresponding value of * is 7.60. If instead an angle of * - 9o_12o (Tank and
Hodder, 1978) Is used, the factor is in the range 0.079-0.105. The above

expressions for uj /ujo and a, in combination with the plume trajectory, Eq.
3.1, and an expression for the energy dissipation rate as a function of uj and
a, allow the estimation of the effective source point and initial spread.
According to Tennekes and Lumley (1972; see also Briggs, 1975), the energy-

dissipation rate Ej within a circular jet may be written as:

3u 3

rj - A - (3.3)a

in which A is a dimensionless coefficient of order unity. Substitu.-ion for u.

and a in terms of s gives:

2 Iu 3~ -
2.6 x 10 A ( Jo (34)J - tanW(4/2) d ) (d14)

The effective source point is defined as that point on the plume trajectory at
which c* . lks, where ca denotes the ambient turbulent energy dissipation rate
and B is a coefficient in the range I to 10. If the distance along the plume
trajectory from the jet engine to the effective source point is denoted by a',
then s' may be evaluated in terms of ca and the characteristics of the jet
engine:

a 4 A 1/4 [ (49)3114 (3.5)

- B Ca tan(#/2) d

The in'tial exhaust velocity of the Jet may be written in terms of the thrust

F produced by the engine and the exhaust density pe:

Ae

f .1



52

2 F_ ) 1/2u e " (3.6)

and ul,, is given by:

",Io- ue - v - UaCOso i  
(3.7)

Taking o 10.5* and A/B - I and collecting constants in Eq. 3.5, the
expression for s'/d becomes:

-~ ~ 1/4J(

with the value of the coefficient 7.3 uncertain by perhaps plus or minus 50%.

Thus. by virtue of Eqs. 3.1 and 3.8, the plume trajectory and the
Incation on it of the effective source point may be estimated for a single
jet. Referring to Fig. 3.2, which is simply Fig. 3.1 redrawn to shown
distance and angle relationships more clearly, it can be seen that once the
distances x' and y' are determined from the distance s' and the known path of
the plume', the distances II and I may be found from:

i t . x ' c o s o + v 's i n( 3
(3.9)

I - x'sinO - v'cos0

In Fig. 3.2, the effective source location is identified by a black dot. A
mathematical inconvenience arises at this point in that analytic expressions
for x' and y' in terms of a' and e cannot be found, and these distances are
determined using an appropriate numerical procedure in the computer code.

Use has been made throughout this discussion of empirical results
relating to a circular jet in an unbounded medium. No account has been taken
of the effects of the ground surface. Abramovich (1963) gives some
information about these effects, but very recently a paper by Davis and
Winarto (1980) has appeared that contains the result of an experimental
investigation into precisely the effects in question. The results described
in that paper indicate that the treatment of the effective source location is
reasonably valid. Particularly interesting results are given for the relative
rates of vertical and horizontal spreading of the plume. In unbounded space,

an initially axisymmetric jet in a stationary or coflowing medium remains
axisymmetric, there being nothing to disrupt this symmetry. The results of
Davis and Winarto indicate, however, that the ratio of the horizontal and
vertical spreading rates approaches a limiting value of about 8.5 at large

distances from the let nozzle. This observation may have very significant
implications for the estimation of the effective initial-plume standard

deviations oyo and azo.

*1 . __ _
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No mention has been made thus far of the plume rise in takeoff
plume s. This effect is certainly significant; however, no measurements were

initially available with which to estimate the rise of such a plume. The
approach adopted In this work to simulate takeoff plume rise is discussed in
Sec. 3.1.6.

3.1.3 Treatment of Chemistry

As indicated earlier, both NO2 and NO undergo rapid chemical reactions
in the atmosphere and, in particular, NO may be converted to NO2 , thereby
making all of the NOx emissions relevant to the problem at hand rather than

just that small fraction that is actually NO2. Several factors affect the
choice of a suitable treatment of these processes, including the details of

the chemistry involved; the rates of the various reactions; the availability
of data on specific reaction rates, emissions, and other quantities; the
desired model accuracy; and the practicality of alternative approaches.
Before considering alternative treatments, a brief discussion of the important
chemical facts is in order.

The principal chemical reactions that govern ambient NO2 concentrations

are (Spinfeld, 1977; Demerlian et al., 1974):

NO, h-v NO + 0 W)

0 + 02 + M- O 3 + M (A")

NO + O3 .----*NO 2 + 02 (B)

Reaction A" is very fast, due to the high ambient concentration of molecular
oxygen in the atmosphere, and as a result reactions A' and A" may be combined
into a net reaction A:

NO, + 0 hv NO + 03 (A)

the rate of which is the same as the rate of NO2 photolysis, reaction A'. The

hv denotes the presence of light of suitable wavelength. The rate of reaction
A (i.e., the change in NO2 concentration per unit time due to reaction A) is

given by the expression kAINO2, where kA is the rate coefficient and 1N0 2 ]
denotes the number density or concentration of NO2. Similarly, the rate of

reaction B is given by the expression kB(NO10 31. The rates of these

reactions depend therefore on the concentrations and on the values of rate
V coefficients, which in turn depend on ambient conditions. The coefficient kA

depends on the light intensity in the wavelength range A ( 420 nm, which leads

to photodissociation, and is mainly a function of altitude and solar angle.

The rossible values of kA at ground level range from 0 to approximately 0.60

min for an overhead sun (Calvert, 1976). The coefficient kB is a function
of temperature, and Is given by:

-, ..



55

kB 2.3 x io- 12 exp(-1450/T) cm
3 sec-

or, for a total atmospheric pressure P (atmospheres), by:

k .Ol . 10(t )xp(-14501T) ppm- min - I

(ludson and Reed, 1979; Hampson, 1980), T being the temperature in degrees

Kelvin. At 25'C and a total pressure of one atmosphere, kB f 26.2 ppm- 1

min-'. Figure 3.3 exhibits the temperature dependence of k. in the form of a
plot ot log kB versus 1OO0/T for a total pressure of one atmosphere.

Mention should be made of the effect of hydrocarbons on the NO2
concentrations. As is well known, the presence of certain types of
hydrocarbons leads to the production of significant amounts of ozone and a
corresponding conversion of NO to NO2 over periods of time on the order of an
hour or more (Demerjian et al., 1974; Finlayson-Pitts and Pitts, 1977); see

also Sec. 5 of this report. In the discussion to follow, we will be concerned
only with estimating NO2 concentrations in the immediate vicinity of an
airport, at distances for which the travel time is typically much less than
one hour. The effect of the presence of hydrocarbons will therefore be
ignored in the formulation of the model.

Mention should also be made of the effect of other reactive species
present in the atmosphere. Nitric oxide may be converted to NO2 by reaction

with, for example, atomic oxygen, NO itself (in the presence of molecular
oxygen), and free radical species such as HO2 and R02, where R denotes an
organic component. Reaction of NO with HO2 and RO2 is known to be important
in the generation of photochemical smog (Demerlian et al., 1974). Nitrogen
dioxide may also be converted to other substances by reaction with 03 and free
radicals, primarily OH, HO2, and organic oxygenated radicals. An examination
of the relevant rate constants, in combination with concentration estimates,
indicates, however, that reactions A and B are the two most important
reactions for typical urban atmospheric coaditions, although the significance
of reaction A clearly decreases with the light intensity and vanishes at

night. Other reactions, thought to proceed by heterogeneous mechanisms, may
be significant over time scales of an hour or more, particularly at night.

As a result of the relative rapidity of reactions A and B, an
approximate -photostationary state" (Leighton, 1961) may exist in which the
net effects of these reactions balance each other; note that they are

V essentially the reverse of each other. Equating the two rate expression
* .yields the photostationary-state relation:

1 "011ll 3} k A(1401103) k (3.10)

-

21 T.
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Idr cert ai I cond it tions *to he d iscussed be low, Fq. 3.10 can be used as theit
,isis tor predict ing No ., concent rat tons, given informat ion regarding the NOX
nerce st rength and ambient dIispersion rates and concentrations ofN 2 NO,

ind 0 (Pe'ter% and Richards, 1917). The eulization of Eq. 3.10 wl b e
f--sI gnlated -Is the "phot ost at i nnarv-st ate" approach.

Fo r some vpoIr po -;( %, aI, in rp I er approach may be adopted In which the
I te ct s t reac t ion A aroi Ignored . Tiis approach, t he " ozone- II mi t I ng -

chocain b.- show tol be a)N. s peria c Iras e of t he pho tos tat I ona ry- ,t ; fe
ijpr.,ch irid Ir, prsent anI overest imate' or tipper bound to the truie NO2
, 01, en l r inq wi t hin IIi pluIme . The ozone-I imi ting method consists of

i mar I ug the NO concentrr tin as the sum of a cont r ibut ion from di rectr NO 2
*'nssinsa balckgrouind level, and a contribution from NO conversion equal to

he sie II , ot th., ambitent (03 concentration and the NO concent rat ion from the
1onrce1 in quest tion, v st Imat ed as if no chemical processes were operating.
This proceduire amouints t,) assuminog that kA is zeroadkBi niieylre

with the ratio K equtal to zero. ',ince this method Is easy to apply and is
i .uaranteei to produict in uipper bouind to the NO2 concentration. it may be
,onsidered suitable tor many purposes,. A complication arises in the case of
continutous release-s, in which the treatment of the dispersion of the plume
becomes Important, the approach adopted here, that of treating Individual
akeot I event-,, avoids tiis compl icat ion.

The photostait ionary-state appi joich iq niot always appropriate In

princIp v. InI part icular, the rates of reactions A and B may not he fast
enough to( establis-h and maintain ;I compos I t ion satisfying Eq. 3.10 if
pe rt usrbhat i ons t hat (- use de-v i a t I in, f rom t ha t c ompos It Ion a re p rese nt and ac t
w ith) su ffI c ie nt rapi 1d iItyv. Such pt rturbatitons might Include rapid variations
in the ambient IgI ht intensity and, hence, in the value of k A, and rapid
I i ing wtth atir ol ta di f terent composition. I t is possible to develop
criteria for identityintg such cases, based on the chemical "relaxation time"
(I) of the photostationary state and the characteristic time scales involved
in the pertujrbat Ion considered. For example, the N02 concentration at a point

in a plutme divided by the rate of change of the NO2 concentration due to a
rapid dispersion or mixing procese p)rovides an Indication of the dispersion
tI Me S ca e. It that time scale is comparable to or larger than i, the
coinpos it ionII woudI ( tot he expected toI, satsi fy Eq. 1.10. Conversely,

perturbations having time scales much less than twould Indeed alter the
convent ratitons of NO2 , NO, and 03 at each point, but those concentrations

* would be expected to satisfy Eq. 3.101 very nearly because in that case the

*chemical reactions proceed rapidly enough to maintain the photostationary

%tatp. An expression for Iin terms of the rate coefficients k&A and kB and
the steady-ntate NO and 03 concentrations may be derived; this derivation is
carried out In Appendix I as part of a discussion of the exact analytic
expressions for the N02, NO, and 03 concentrations as functions of time in a
spatially homogeneous system. The expression Is:

k A + kB(INOI. + 10)31 ,,

--- -- - -
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in which the subscript ss denotes "stationary state". Plots of t versus

INO + 0 3 ss for various values of k are given in Fig. 3.4. In that

figure, k B is taken to be 24.0 ppm-
1 mn-, corresponding to a temperature of

about 19"C (fh"F). As can be seen from the figure, the relaxation time for a
per?)aps typical mid-plume situation, in which fNO ss is 0.2-0.3 ppm and 103)ss

is very small bv comparison, is on the order of 10 seconds. Based on this
estimate, it is expected that the photostationary-state expression, Eq. 3.10,

shoiuld h- very nearly satisfied within the takeoff plume of an aircraft, the
characteristic dispersion time scale being much smaller than thia. As

discussed in Sc. 2.2.2, our results verify this expectation.

Observational support for the use of Eq. 3.10 in a model is also
provided by measurements made in plumes from fossil-fuel-flred power plants

(Heg -. et al., 1916, 1977; White, 1977; Bowen and Stearns, 1977). These

studis all indicate that reactions A and B are sufficient to explain the
observed concentrations and that the rate of converison of NO to NO2 within a
plume as a whole is governed by the rate at which the plume disperses and
entrains ambient air containing ozone. The latter conclusion implies that the

chemistry is fast enough to maintain a photostationary state, so that the
process limiting the conversion rate is plume dispersion. Nitrogen oxide

chemistrv within power-plant plumes has been simulated in smog chamber

experimnts bv Spicer and co-workers (Spicer, et al., 1981 and Sverdrup, et
al., 19M2). Equation 3.10 has also been verified directly in smog-chamber
.xp,,riment% (O'Brien, 1974) and in polluted urban atmospheres (Calvert, 1976;

St.,man and lackson, 1975). Our ambient concentration measurements are also
con,it,ont with Eq. 3.10, as discussed in Sec. 2.2.1. The work of Eastman and

Srt.dman (19980) may be consulted for a demonstration of the dynamic response of
amhient ()3levels to a variation in light intensity due to a partial solar
e.<lips'. (s-.e. also Bab- et al., 1980).

It Is interesting to note that systematic departures from the

photostatlonary-state relation have also been observed (Ritter et al., 1979,
and Kelly et al., 1980). These observations were made in "clean" rural sites
In northern (lower) Michigan and in Colorado, and reactions involving peroxy
radicals such as '02 and R02 are suggested as a possible reason for the
departures from Eq. 3.10.

The arguments and evidence just presented, as well as the results
obtained in this program, indicate that the photostationary-state approach is
suitable for use in a model for predicting NO2 levels within aircraft takeoff
plumes, and it has been adopted. It is also necessary to assume that the

ambient NO2 , NO, and 03 concentrations satisfy Eq. 3.10; as indicated above,
this assumption is supported by observations made In urban areas but not in
clean rural areas. Even in very clean areas, however, the assumption of an
ambient phorostationary state is very unlikely to lead to significant error In

predicting aircraft impacts on NO2 levels since, because of the relatively
high plume concentrations of NO, a stationary state is expected within the
plume even if it does not hold in the ambient air. The assumption is
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ncc,, .irv howvr , in orrder to avoiid certanl mat lit-mat I -I Inconslstences in

In orde r to1 ut I lize Eq. 1.101 to predict N0)2 concentrations within a

:0 me,, "114. needs to he ahl' to predict the concentration- of NO2 , NO, and 03

1,1,11i T IV t hiAt n r aet ion , take p lac cev, i.e., a;s It these substances were

,Mi ,.fl 1Iv I hurt. It th, vo Itime mixing ratio ofl et exhaust gas at a point in

p1, " ],oy-'. is ,|e.nted by IF, then the c('centration of some inert ,iubstance X at

!tit p tnt is V'.ivi'l hV:

- t + (I-t) I a (3.12)

, T.. b,,-r t pt t. and a denot , exhaust and .mbi ent concent rat ions,

I, I pt iv . The minxi ng rat io t is deined as the fraction of a small volume

A, l,,cate-d at the point in quest ion, that Is exhaust gas, so that I - f

I t t actI to that i; ent ra Ined ambient air. If th NO2 , No, and )3

n, i.nt rat ions predicted using Eq. 3.12 are denot ed by IN0 2 Io, INO) o , and

i ,* ,, the app iicat ion of the phot ostat Ionarv-s tat e relat ion amounts to

,t yc, t tog t hese c onceft rat ions Ior the et fects of react ions A and B. This

,r I ,,t t o,,n is .acomplish.ed using:

21 = 1,, + : (3.13a)

oo I I NO - r (3.13b)

]) , I 1o , (3.1 3c)

wit t: ,ivtei by (sve Appendix I for a derivation):

-- I K 4NO,, + 2.a + K 1 I/2 (3.1 4 a)

.[N I,, (3.14b)

h, IN -, I 1(131, (3.1 4c)

If, h , r, t ed t ,nvent rat ions are the predicted concent rations, using this

,Ippl -. 1,h. Th' ozone-limit ing approach amonts to sett ing K = (0 in E-q. 3.14a,

W .itl, then becomes simplv:

(a - IH )/2 (3.15)

Iho; . t h.' ozone - I mit I ng approach is a special case of the photostationary-

statt. approach and the two are equivalent at night, when kA .

' I
o

, i j
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The torraulation of a general approach to time-dependent models, such as
is requlred here, has been given by Lamb and Seinfeld (1973) and was adopted

in slightly modified form In this program. The basic equation for the

prediction of the concentration of an inert substance was taken to be:

(-, ,t ) - t ' f d ' C ( ' ,t ' ) P ( x t ," x ' , t ' ) ( .

in which C(x,,t) denotes the concentration at position ;(- x,y,z) at time t,

C( ',t ')dt' the concentration increase at position X' due to emissions over

the time interval from t' to t' + dt', and P(*,t; *',t')dx' the fractional

contribution to C( ,t) from material located in volume element d*' at position

;' at time t- P(*,t; '.,t') is essentially a normalized distribution

tfnction that describes the transport and dispersion processes that cause an

emission at (X',t') to affect concentrations at (*,t); P Is usually referred

to as the transport kernel. The first basic a~surntion adopted in this

formulation is that the transport kernel is Gaussian and depends only on the

travel trime t-t '

t; ,t ) -(x~'X ; t-t') yv';t-t')S (z,z';t-t') (3.19)

wi t 11

2 1 (3 x

1 e x-x'-ut-t 2 (3.21)
(2n) v I

V

Z,. -t exp L 7 exp [- -- ) (3 .22)( )112 2o 2

In these express ions, U x, OF and u z are functions of the travel time t-t', u

denotes the mean wind spee' over the travel time, and perfect reflection it

ground level has been assumed in Eq. 3.22. The x-axis is taken in the direc-

tion of the mean wind-velocity vector, and the wind velocity is implicitly

assumed to he homogeneous in the region between source and observer.

Furthermore, the dispersion coefficients ax and ay are assumed to be equal for

all travel times, and will be denoted by Ohl the horizontal dispersion

coefficient. It can be seen by an examination of Eqs. 3.19-3.22 that the

transport kernel has the form of a Gaussian puff, which is released at (*',t')

and contributes to the concentration at (X,t).

The second basic assumption is that the effective initial source

distribution is also Gaussian:

.!

9



1 .4 Treat ment of Transport. and Dispers ion

In order to( be c ompait I hble w tit the Ire'.itme'nt of c-le'I Ii el t vs
ofi seieqsd fin t he previous sect ion, thte t reat menvt of t rarispeert inud di "pe 51 i'

Itsielf fi the No, modelI was reqeii red to pre'ei ct thfe' "initil" cuco a tc

NO, NO., acnd (I3 i.e. * t hose whichl woujld e~xist wit hin thef fdlm' it no tior-t -,I I
teac t i ons t ook p) ace. The-;' conc-ent rat i on- we re dernte'd I V (Noi,

t K in tite prevIiuse Sct in . The v f fvc t s oft c-hen 'I ;t rv a re' et c hid I t hv

t he phot oigt Mt I onar v - t at e rve t hod , indti t- pri'd I cit .-d 't r ite '' ) een tt r it rI,;" ins .
hose' obt aine'd using iFqs. 3.13 and 3.14. In order for tit, approach toe he'

val id, however, the init ial concent rat ions rmust he pred ic-ted 1i r a) part I cit Ior

instant in t ime and fo~r a partictilar loc'at ion at tha1t Instant; fin othvr wo)rd%,
t he model it he capable of des cribhing I nd ivi dual t rue , plivsic a p1timv's and
not ,Imipi v t ime-ayerAged concent rat Ionirs f rom one or more p1 times;

Tro seet' ?, this requi reme'nt arises, conie a slpw'am ti witWic

f or at t I rw' Iinterva I t m/2. conctant I tlIal ceonce'It rat ion) valI u's of oVl,
and zoIare' pre'di c-ted (with Itt denot Ing I N0 2 1 e v dc-not long INo] , aind ,, de'not I ig

w,1 and for the next time Interval tctf2) differenit conctant Init ial valiue
"o, v& and zoare pre'dicte'd. When thm hts tIr-tae procedure-

desc-ri he'd n i t he prev i oue se'ct I on i s app IIed sepa rate v t o thest' two t I me
iott'rvai-is, two ii ttIe rent valtiti' of , cintidb , niF) t'polm 'I at

t it,' pre'd icte'd N(t. coce'nt rat I uris, inc uinch n chemical elI ctos , are' given by xo
4 an ;ld x), + 1 , . I t, how-eir ,olyv tie ave rag,' lof It I a) c-once'nt rait ion,; twitr

the't ent IrIe i 1t i' rvai '. t , d'not t id 3, Vo arnd 'i, a re' ptac ic-t v vtedtrno;o
nd oi I'spe'rs I on a Igor It hm, and i f t hece va I tes areI insert ed Int~ () . 3. . 4t o
rcedtiteI the' c-or ri'spid 11nw, va tiit, cit i, ( de'oot ed by t te' prod I ct e N(),,

''e'trat tilu va I tee' wtiemlid he givenl by

The Irule Averagi' %0 colicent ret in ovetr tte i'nt i re t int' ittervaI At is Iv.i

by:

x-x + ) C +' )+(t +(i )

Compn~ariseen of thes;e it w e(Iita t i ons s hews t fiat , wit ToI t hi' i It I a l (p)r t-- cfhe Inca I
react l in ) c-oncent rat I one may he ave raged to obtain thet c-or re ct ave ra'e no-

chemict rv valei, the correction foer the effects of chemist rv are tiot thle sams'
in the't two c-acs be. ,c ause F, I s not a I Inea r ftine t I in oft tieI iitifalI
concemfl rat I on va I tes . I n ot her words, qsInce I s not equal to (% + 2 )/,

or ~~is not equtalI to x. Ini gene r alI, in order to predict thlt' true' average Not,
c'oncenft rat ion, se'parate pred ict ions mumsr he made at a (posesibhly large) nujmber
of times and then averaged. This i.s e'speciaelly the c-ase when emissions eeccur

only Inte'rmi ttent ly and large f I ctiecat ions in t he Initial concent rat ions occur
at the' lnc-at ion f or whic-h 'dir't ionq ar' to te' made. ThIs i s precise ly thte
situation with rtgr to air .ait effects freom t1ef 1vnslhog ti
a I lo the case for ceent inuouis pluimes be'c-ause of the meandering oif sich p1 ines.
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[he fornulatton of a general approach to time-dependent models, such as

is required here, has been given by Lamb and Seinfeld (1973) and was adopted
in slightlv modified form in this program. The basic equation for the

prediction of the concentration of an inert substance was taken to be:

C(X,t) dt dx'C(x',t')P(xt; xt') (3.18)

in which C(X,.t) denotes the concentration at position ;(- x,y,z) at time t.

c(x',t')dt' the concentration Increase at position x' due to emissions over

the time interval from t' to t' + dt', and P(,t; ;',t')dx' the fractional

contribution to C(Xt) from material located in volume element d+' at position
X at time t'. P(*,t; *',t') is essentially a normalized distribution

tunction that describes the transport and dispersion processes that cause an

emissionl at (' ,t ) to affect concentrations at (+,t); P is usually referred

to as the transport kernel. The first basic assumption adopted in this
formulation is that the transport kernel is Gaussian and depends only on the

travel time t-t':

P(x,t; * ,t') Fp (x.x';t-t' )G p(y,v';t-t')Sp (z,z';t-t') (3.19)

with

I x ;-) - (3.20)
( 2 1 ) 1 2 0

X

2(x,)x;t-t) - I exp - (3.21)
p(2 71) 11 Y, O

S ';L-t') - I2 ~exp i 2 + exp[ LIZ+\ 2] (3.22)

In these expressions, O, ,,,, and a are functions of the travel time t-t', u
denotes the mean wind speed over the travel time, and perfect reflection it

ground level has been assumed in Eq. 3.22. The x-axis is taken in the direc-

tion of the mean wind-velocity vector, and the wind velocity is implicitly

assumed to be homogeneous in the region between source and observer.

Furthermore, the dispersion coefficients ox and ay are assumed to be equal for

all travel times, and will be denoted by ch, the horizontal dispersion

V coefficient. It can be seen by an examination of Eqs. 3.19-3.22 that the
transport kernel has the form of a Gaussian puff, which is released at (+',t')

and contributes to the concentration at (X*,t).

The second basic assumption is that the effective initial source

distribution is also Gaussian:

I
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C(-',t') Q(t ' (x ,,xo) Go (y ',y o) (o, o) (3.23)

with

S 2

xo ) - - /2 p (3.24)

.('2I exp - Y (3.25)

(2°)f" / o) o t

S,,(1 + ) (exp - -( \ T)o i- o fJ0 (3.26)
2(R ) aoV

In these equations, Q(t') denotes the emission rate and oho and a., the

initial values of the dispersion coefficients (specifying the initial plugme

size); x o o and z, specify the position of the effective source point (see

Pigs. 3.1 and 3.2) at the time t'. By allowing the effective source position

(x(,.Y,) to he a function of time t', the formulation can handle moving sources
ch as aircraft during takeoff. The vertical effective source coordinate z o

is allowed to be a function of travel time in order to simulate plume rise.

In the case of aircraft takeoff events, the time dependence of the
emissiom rate was taken to be

I) for t' , t o

(t) - a constant for t( < t' < t o  + T (3.27)

for t > t + T

iii which t,,Is the time at which takeoff Toll begins and T is the total time

r~q'ilred for takeoff.

It qs. 3.19-3.26 are Inserted Into Eq. 3.18, the integral over d+ may
be* done analytically with the following result:

ft

ftC ( X* , t ) - ( t ' ) F ( x , x ; t , t ' ) ;( y ,y o t , t ) S ( z , z o -, t -t ) d t ' ( 3 .2 8 )

v 0

with

I(X-x o -u (t-tl )

F(xx o;tt') - -0- .- 2 er p b- K (3.29)S( 2w) hi h )2

I



h4

V/ Io (3.30i)
nIu) E uz I u

'lh,.rc the total" di.persion coeft icIent s Eh and Ez Are 1 ]ven by (

+ a2 (t(3.32a)- a~ + o (t-t')(32)

ho

- 2 + o (t-t) (3.32b)
7 aZO .

i'velrvthing in the Integrand of E-q. 3.28 is assumed to he known, and although

the integral cannot in general be evaluated analytically to give an explicit

tormula tor C(Xt), it can be evaluated numerically for any particular (x,t).

It is worth pointing out that a perhaps more commonly used alternative

t,, direct numerical integration for the evaluation of Eq. 3.28 is to divide

rh. time interval t-t o into N segments of lhngth At and approximate the

int egral by a stum over segments:

N

(- *,t) QAt E F(tt)(;(t )S(t ) (3.33)

! with

F(ti) - "(x x(tt);t ti) (3.34a)

;( t ) - (;(v ,v0( tt);t t1) (3.34b)

S(tI) - S(z,zO(t1 );t,ti) (3.34c)

and In which the times ti are given by:

to + (I -!)At 
(3.35)

2.> .2

The fact that Q Is taken to be constant has been used to factor the quantity

,'t out of the summation. Equations 3.33-3.35 constitute the traditional

<.ussian-puff approach to this type of problem, Q&t being the mass of

Implotant in each puff and t, the emission times.

The approach actually used to evaluate Eq. 3.28 was a direct numerical

litegration method, a slightly modified version of an adaptive Simpson's rule

ii i mi -
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tcchnoi'ne deve loped by 1.1nz (1972). The primary reasons why this approach,
rather than the ,aussian-puff procedure described In the previous paragraph,
was chosen were that the numerical procedure allows better control over the
errors Introduced and, doe to its adaptive nature, the L.inz method promised to
he more efficient. No comparison of methods was made, however, and all that
,an he said i- that the chosen method performed quite satisfactorilv.

I.S Adjost'ment of Model Parameters

Specific values of the various coetficients and parameters that appear
in the preceding formolat ion are reqoired before the model can actually be
ron, and the manner in which they were determined is described in this section
and the next one. Thiq section deals with parameters that relate to the
determinat ion i, the si7.e and motion of the effective source, and the next

,se-ct ion deals with the description of dIspersi on and plume rise. The

specification of all parameters relating to the plume chemistry was described

in Sec. 1.1.1.

Table 3.2 show. the numerical values of various takeoff parameters for

specific aircraft. The physical dimensions, engine positions, and average

taketf distances, speeds, and masses were provided by the (reat Lakes Office

of the Federal Aviation Administration. The mean accelerations and takeoff

times given in the table were computed from these data; in the model, toe

acceleration f r a given aircraft type was assumed constant over the entire

takeoff roll. The takeoff time corresponds to the quantity T in Eq. 3.27.

The thrust per engine, used in the computation of the effective source point,

was obtained from the mass and the acceleration using the relation:

Thrust per ung joe - (mass) - (acceleration) (3.36)
number of engines

The enine positions were used to estimate the contrihutions to the
initial plumte size due to the fact that the engines are not all located at the

same point. An examination of a large number of individual plumes provided no

clear evidence that the separate plumes from the different engines on the

varioui aircraft needed to he treated separately, although occasionally it

appeared that a plume conslted of two nearly superimposed components. It was

concluded that, for the purposes of modeling aircraft takeoff plumes, it is

entirely adequate to assume only one plume per aircraft. It was felt,

however, that the initial spread of that plume would be due in part to the

separation of its components, and for a given aircraft type, the Initial

values of the dispersion coefficients Ohe and ao were estimated from:

0 2o a o (turh)+ .2 (+ S 7
.2)

and

4 _
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020 a2 (turh) + S2  (3.37b)
zn z Z

in which (turb) denotes the contribution from turbulent dispersion within each

individual component, and Sh and Sz are the values given in Table 3.2, which

were in turn computed from:

2 1 n 2
S h E - d (.3a

and

2 1 n
S " in l (zI - z) (3.39h)

The quantity d, is the distance of engine I from the axis of the aircraft, z1
is the height above ground, z (the emission height in Table 3.1) is the

average of the z,, and n is the number of engines. The quantities Cho(torb)

and o zo(turb) were taken to be 16 m and 8 m, respectively, and are independent

of aircraft type. An attempt was made to estimate oho(turb) and ozo(turb)

from measurements by extrapolating back to zero travel time, but the measure-

ments were inadequate for this purpose. The results of a brief sensitivity

examination Indicated that model predictions are relatively insensitive to

changes in the values of these parameters.

The total NOx emission rates given in Table 3.1 were computed from

Table 3.1 together with the aircraft type-engine type correspondence given by

Yamartino et al., (1980a,b).

The location of the effective source point with respect to the moving

aircraft was discussed in general terms in Sec. 3.1.2. An examination of

plumes observed when the wind was from the southwest and of the corresponding

predicted plume trajectories indicated that the best qualitative agreement

with observations occurred when the effective source point was located on the

runway axis behind the aircraft at a distance given by Eq. 3.23 -- in other

words, when the (y/d) 3 term in Eq. 3.16 is ignored. Relatively few plumes

were observed, however, and no attempt was made to determine the optimum

description quantitatively. For the purpose of this study, Eq. 3.8 was used

to estimate the distance of the effective source point behind the aircraft,

using engine diameters d given in Table 3.2 and assuming an ambient energy

dissipation rate of 0.125 m2 /93, a value that is typical for neutral

atmospheric stability. A

The effective source point accelerates with the aircraft. In the

computer code, the source point trajectory was computed prior to any

dispersion calculations and positions (xo(t'),Yo(t')) at half-second time

intervals stored in an array for reference. The initial emission height was

taken to be equal to z, although, as mentioned earlier, the effective emission

j. "

)
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hwash WAlAlowed to be' a fitnit t ion, of t ravel t im' It order tor sitwtil -itt' pluim'

1 ti- Put ermi nat i on of Di spersin CoeffI cIen-ts SAnd PlIum,' Rf svn

The, di spirsi on coef f I ci I nt s oil and 3, .uid tho e I'ivfit ahoy,- aroivi ot
h- p Iutmc ceti' r are' imo r tanwt 9ar fntIt I es I n t hat model- pr..ii Ic t bIt on, r.
'051 it ivi to chfanges in them. .iusel~ of the riecvi'Jt v of adopt ing i t ime-

d1,itinevnt model fog approach, it is al so necessary to he ahi,' to est inati plume
dIi %;)irs im, ind plum.'it rise as fuict ions of t ravel time rat her thau of t ravei

'f*.,as; Iisisal lv done. Furt hermore, s1in'o the ;ipproaich doe, not o*ssisme

I oot i nitoons re t,'as 4' a nd c or ret-sp)onaid in 1 s tevAdof s t at 0 , theit morev common
p, -r s Io n -cif t I Ilcent formuatlas uised in dispersion model irw, art' of no us50.

Wht is req..fI rid is a descri Pt ion of the di sptirsioll of pult s , i *e*, short-
perT od r e I cases of matevr Iial Into t lit a tmos phe re , and I n part IcuwlIar a
.I.,- rI pt i on of thfe di spers Ion of p)art I c los relIat I vi to t he Ir ce'nt er of mwass.

A ustisil suimmairy of what I s known about at mospher ic relIat ive d if fuws ion
s pr*Vt iedI by Ihi I t ord ( 1 717) . Rased on the discussion of G i fItord , it had

11 cXpektud pr ior to t he anail vsis of the, data) that 0,, Andol woul d vary

.npjr.ximnatel v as the travel t ime raised to the 1 .2 power, and a pri' Iimi nary
r I T~on of the model i nc orporateid this !htahav for along with the as sumpt ion of

*il pI amn., rise. I1nf t IalI comparisons of prel iminarv modelI pri-dict ions wi th1
-1-orvat ion-- Indicated, however, t hat t hese a ss i am pt i ons we re I n e-r ror and

r i'q ti red imodI I i cat i on . I n orde r t o tiet erm I t the- necessut y changes , 51)
a JIl v idual plIume r (29 727 plIumes and 21 DC -l10 plIume-s ) we re i dent If ied for

i iai v s i s anid we re , in e f tvc t , u sed-i to4 determine, t In' dependenc.' on travel t I m

' ! Ii 11i a s well as of t he height of t he plu1m.' (zr)* . ables 3.1 and .4
pt ,'*,'it the iat for iftese'W~ p1lumes.

The data presented in these- t ohm's consist oft the vector mean wind
....ut and vector mean winrd di rect ion 0, the imbietnt temp-rature ', , Lte

,-4 irnato-d NOt., photolvs is rate- V obtainedi from pivranometer mt'asoremL'nts using
F,; . 2 . I 1 , amb ienvat NO xand 0)1 ciifcent rat Ionis, peak p1timns coricent. rat ion, it'O NO,
%lix. NOt, and 01, the contribut ion trom the aircraft plume- to the NO x and NO)
doisage' , the estimated travel tiume of the p1uv bi e h't weef re lease and, passage

,ovir the monitoring site, Anti the obse'rvedlo eect ye plume' width ohat the
moni torinig site. A brief expl anat ion of how these quantities wo,re dfetermined

', fIn order.

Appendix 2 comntains a discuission of the diffeirent methurls of averaging
* ~winrd speed and direct ion and] contains4 formulas witfh whrichi various, 'itinitl es

me y ecmputed f rom a set of observed wind-v' Ic it y vectomrs. Since winrd
..peed arid direct ion wire measured At only tiue loain -iaT t lit moni torinrg
'site', the determination of travel time and of the vector mean wind ve'locity

* Involves some degree of approximation. In practice, After d,'terminilng the
arrival time of a givun plume, a back trajectory was computed using the wind

* speerd and direction mevanurements for each second prior to tV.e arrival time.
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Tahle 1.3 727 Analysis Plumes@

Peak Concentration (ppb) Doze (ppu-a)
u T [NO 1031) t

(a/%) (deg.) ('C) (mJn-) (PP,) (ppb) NO NOlt  NO 2  03 NOX  NO2  (a) (a)

1 2.44 121., 30. 0.339 1.7 32.4 50 54 3 8 1.515 0.303 600 22.5
. 733 .7 376 - 6 3.061 0.9A0 600 36.11 . 1..77~f 32.9 89 76I.6

4.07 294.8 In.7 0.3139 2.9 31.2 56 RI 25 11 4.482 1.923 330 117.6

2.89 286.2 10.7 0.139 2.4 32.2 71 119 48 5 6.516 2.387 119 56.4
7.4h 241.4 16.0 t 1.1lq 3i.l 19.2 219 294 75 - 6.395 ).223 26 175.8

6.5 2,4 .A 20,.4 (.12 24,.2 22., 259 348 8 0 5.159 1.982 36 44.1
'.08R 265.2 )4.4 1.281 9.1 36.3 205 265 60 1 2.497 0.619 39 217.?
5,.,4 2#1 .1 I35.0) ). 29M 13.9 21.9 249 330 83 2 2.793 0.469 40 22.5

' 5.94 270.Q 15.2 0.03+ 14.9 21.5 253 322 69 0 6.434 1.774 48 54.R
'.9R 281.1 36.n 0).313. 14.1 2.6 308 392 84 7 4.765 0.705 52 Z6.1

I I, 295.o 361.3 0.18 15.4 12.0 206 259 53 5 6.247 1.265 68 894.5

%. 1 290 . . If,.S .11 4.n 11 .1 306 149 43 5 1.700 0.502 17 55.2
.22 298.3 I 3t,.4 03119 130.6 35.01 7 87 9 6 1.851 0.480 89 97.2

. 8. 28. 3' 6. 0.3 ) 2.5 31.0 355 204 49 3 2.038 0.384 53 51 .)
V. S.41 298. 37.R 0.121 34.7 35.9 129 172 43 1 3.327 0.656 92 64.h
1'- h.91 332.1 3n. . l3, 12.1 41 .0 72 93 23 6 0.842 - 207 57.4
2 ,.ql 21.5 38.0) 0.259 16.8 39.4 159 192 33 6 5.309 0.343 73 98.1

6.3h 114.5 17.9 0.211 34.5 29.6 145 370 25 - 4.427 0.281 314 83.2

8.I6 309.S 17.8 0.212 21.0 37.3 79 98 19 6 1.447 - 128 85.6
. 5.7s 298.9 17.4 0.2) 34 ,) 38.1 73M 98 28 7 - - 92 28.,
21 7.,)7 2q9.l 17.5 O.Il 20).0 37.8 215 254 39 - 2.590 0.222 72 57.9

7.02 2i88.6 18.0 0.298 18.9 36.5 352 1 21 7 1.207 - 47 24.3
6.6, 293 .6 37.7 0.323 13.2 35.8 2)1 215 15 5 2.657 0.252 60r 29.h
S.41 2R7 .' 31.) . 0.299 14.7 34.7 446 437 92 - 5.034 0. ,4 5 61 17.K
m 8.29 292.9 17.7 ).270 3.5 30.8 214 263 49 2 5.640 1.044 51 76.5

, 8.,4 298.9 17.9 10.288 33.1 38.3 376 202 26 5 3.849 0.501 6b 50.''
. 281.7 18.) 0.2q5 8.8 33.6 181 254 73 4 3.242 0.701 4b 61.2

..17 29"5. I I8.3 0.281 4.0 33.5 109 150 41 3 2.632 0.578 63 98.6
. 7.?7 271., 38.3 0.28 7.4 31.9 228 300 72 - 1.969 0.501 35 1 O

'e text for explanation of symbols and h*adtngs.

A d~.3 3-) lrndiatec a negative value.

IIIim 1
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Table 3.4 DC-lO Analysis P11, m..5

Peak Concentration (ppb) Dote: ppm--sec

. t. I,0) (deg.) ('C) (min
-

) pp pr N Nf No So NO 0 NO Nrl, ( M ()

2.20 416.8 9.9 0.338 1.7 32.0 152 62 - 14 1 .04.4 01.34 6)( 3. 1
* ;.25 .S 11.7 .337 1.7 35.9 35 )i - I I .26 .2 4.2

6.49 267.2 14.2 0.289 14.4 21.9 306 3M1 46 3 -6.187 1.017 37 3,.2
-6. 26.3 14.6 n.296 6.8 23.9 460 541 80 - S.671 1 .423 35 26.

'.)1 2848.4 IS.4 0.307 IS.1 24.0 724 816 92 - 12.731 1.657 5) 42."
7 .', 293.6 16.7 0.320 22.1 36.1 655 747 92 - 14.774 1.814 58 71.n
h .S2 291 .8 16.9 0.321 4.9 37.3 8,82 115 123 1 14.025 1.48 6 12.1

S 6.6#3 314.8 17.2 0.324 16.0 36.3 94 106 12 6 1.565 - 318 m1.3

9 Al. 298 .1 17.7 0.126 29.1 37.0 550 632 82 0 22.646 1.110 61 14 .3

' .I1 1i1.R 17.9 ). 33 4.8 39.2 87 438 51 - 8.396 1.448 10A, h 1.6
II 6.60 1 1 3 17.6 0.251 2o.9 3h.1 218 256 37 1 8.846 1.214 218 144 .2

8.'.9 299.2 42 379 633 711 77 7.195 0.768 6. 7F,.3

I '.<l' 296.9 17.8 0.167 20.0 38 .8 434 493 59 - 11 .M1 69 62.0

V0. 303.2 17.6 0.146 19.6 41.6 213 h6 5 - 9.962 0 .1)30 85 39.7
"q M.1. 21. 8.1 0.199 11.7 32.3 724 826 I14 0 16.468 1.h44 43 56.2

16 8..' 293.4 18.1 n.204 36.7 29.7 782 891 11?9 - 14.977 1 .RIO 53 61.3
K' . 102 .8 17.8 0.264 20o.(I It).4 556 628 72 1 13.0185 0. 948 81 6.9

m1 8.'. 291.6 17.5 0.227 7.6 31.9 V1)5 581 78 9.314 1. )013 46 '.6.3
9 '.44 29%.2 18.3 0.280 12.5 37.8 183 86l 77 - 17.0()S 2.316 57 41.9

i.63 305 .9 4.6 n. 3o14 .9.7 22.8 718 792 74 - 30 .S516 4.193 215 1' 2.8
1.'. 1'. .4 6.0 0.314 8.6 )1.8 712 78 67 I 22.21"6 3.4 50 614 35 .3

'See text fot explanation of symbols and heading*.

hA dash I- Indicates a negative value.

~~1

nSi;|m/
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he t raect orv was onot Inuled tint I either it intersected the ruinway axis or
t, V' seconds had olapsed. The estimated travel time is simply either the time

rom the heginning ot the hack tralectory to the intorsection with the runway

ixis or hO)) seconds. The vector mean wind speed and dirertion for the given

plum were computed from the set of one-second speed and direction values that
.epri,;e the tr,i)*ectrv according to the formula- In Appendix i. Figures 3.

111d .h I I lust rate. the results oi these comptation, for two of the 50
.calv~is plumes, 727 pliumek no. 4 and DC-1I plume no. i, respectively. In
those I tig.rvs, the circled cross indicates the location of the monitoring sI te'

ind the small arrow denot es the mean wind velocity vector dec trminfd trum the

trajectorv.

The observed effective plume width ah at the monitoring sIte was

-(mpfted hv the fo] lowlng technique. The arrival time of the plume was first

,o, mputed as a concentrat ion-weighted time average over the period during which

t he NO concent ration was greater than one-tenth of the peak value:

1 -
(3.39)

arr r

wfw' re

!4 I';)~ - ([Sn xilmax!)

w I  max (3.40)

o 
I)

The observed variance in arrival time corresponding to the mean defined by Eq.

3.39 is defined by:

:w l(t - t )2

2 . . arr (3.41)

and the corresponding eftective plume width Is given by

b - u0 t (3.42)

In Eq. 3.42, u denotes the vector mean wind speed and the factor l.l88 cor-

rects the value of at for the fact that only concentrations greater than

JNOxIMAX/ll were considered and, therefore, a slightly low estimate of a t is

obtained. The factor l.1 g is simply the ratio of the true standard deviation

of a Gaussian distribution to the value obtained by integrating only over the

region of the distribution in which the value is greater than one-tenth of the

max I mum:

C 21 - x- exp [_ i(12]]x(.3

2I



72

OHARE AIRPORT MONITORING SITE

Vo
MD' Nam

Ai
a-

-a.-

iko2727

- am n i. . .

-~270, 12s37
-am-

Fig. 3.5 Back Trajectory for 727 Plume No. 4



7'

OHARE AIRPORT MONITORING SITE

Inc

am

I-UI:

.am

-=m 238 5CC
-:m 3120

-
4Wo 

1441 
aa

Fig. 3.6 BacIk Trajectory for DC-1O Plumie No. It

pAM

W1

123 SM:

3126. s



7 4

who, r. 1, 214h I. is t he d i St -v.I in vttie hr s eb do- I it' p i t wt I c htel' d i s-

tr i hist teni dr.Imos ti ,ne,-trIth Itt t i', a vine't,. The,'pei'Inet I t v (I t eIrmpt .,d t rim

I.4 is cci est i mate iot thc itte ra Ii in th ltihy.'- ex p res s iei.

Iin Ta hII,I. 1 . ando 3 . 4 , heI( t empe r itire-' n Yili NI phiet 1d v; Is t ite'. reqo-ii i

,tIi r t herI x p I aeiat I oin. The ambieniit Nt)X Ale (I. i'CI iw'nllt t at I ens ,W'. r' et i iat -'I

%s i v. rages ev.- rthe valu'I t c e on i1t her stileo oit thfe, p1l ine,. The lwie it ai 1i1 lim'

was dit i it asq the- tifme if max imurri N( I i'eclceiit rat I (iii ant I i pcili 'eincvi tai-

'nrepresent aive-rages 'ivir t tir'e sicc i'e.' psi fi nt its , ent ' re ,, n ,t rhe peal,

I'* NOX .ni NoI) ilesage's diiit' o i t, a re'ra t 1 imc we ri os t ImateId as the' 1

dl t te eni i',110S be-t weve'ce the' t lt a I iiisag.s ove'r a pt, iii if t i ' spau;11n f I ii the-4

ee'itiii't rat iI,1 Ii i.' Ive-r t he' 1;ajMe' t i me' pecrt I I

I t sheen leI Se tie', nu 1,t I'd t haIt her moeI' i rig p-itrpIIIese's , t hit ceiirii i nates t

ti hI'cdpeItits o t ruIInway i2 we'', Icc mters: icitial ( 12 4. 71 18.8), tciI

1- " lq,'s 1 2'fl-e1'. I (I in tht' srmi' i rii tiv svs tem th lit, eorditin~t I's, ini rw mt or,,

ct t fii me n itir ing s ite', win' ( 4 ')'e , -80 . ') ). T tes' t i rst uisimbe'n- of e;ee'h peIi r

I'-InI e'pind i t ti1' x- IIIerdt i nt. andil t he' si'e'oe t ii t fie, v-c'uurd I na tie' The-

T.,, i '' w, ' I. I ihisi' r h-itt r iIr i I vI t the't x-- iet v-axes, wi-re' t aki along the' es

,ieed icer t Ii dt r I, wtns-, n'sp'c't ive'i v. Ka se'd( kpeic(I eh se'-r ve.It inn is , at r cra tt wtre'

tsseilmvit t' I, -'gi q t3kePI It it a1 punII t 411 mete-rs f rim t he. tnt I t Ial e nd oif t Ie-

t Iiw ev .

!)i- t verci nat tu c it 11/ t Is The c on cen-t re t i ,Iin 1pri t I ii ic'r,)s s an I)Ii r cri t

I II .e i v 'x l'e'ct , d t' he ;aiii ien lii t le' ivte'rae an i t flor izon talI proft I 's

Aire' exim i ned f -r var teenis he.' t ght - ahi-vi' griind , t tie' shape's as g Iven bv the' 1

t ei .i r It. lv i ;It t , cIis it t Ice', i if I -ren. it t ie'- ig het 5 -are' xpet.t tio hi' appruximatte'IV

IIee a~m,' . Asseemi cu iii it, epi'nute'ic if 11 en 1t i t siede' , i t ichucId he Pi.ss;I bie' t 1i

.- x.t rui(t inteurmat ioee ihmint ,hi) rem t he' ihsv' viii shape's ot ttie peaks mt'aseere'it it

;f~at ionarv ie itIteen as the'v p1 tme's pas b. Th is a pp rnacIt was adeopt eelf it

this werk .

Arc iibs. r'.e'il peaki qha pe, re 1) r c enI)t s a sect t om throuigh the p1 ime at an

.1o0 1. t hit gent. ru II v dlI t ftv'rs t rym 91W )nel ;II io re'pre setc t he seepetrpos i t lieu It

, eecet r i betr ti ,lc I reuu I *I nce';itu iaI Iv Ilarge' fiimh'r lit peol is havIn Is),"Ii igic)t I V

dli t I enI' '1 t t t ave 1 t ime' s. Fur t teest, te'lseens I ttfie uihst'rve'i s t anet'rei oftIv I at ion

et .t part ii It peaI eovk Aleits nut li ret IV ucnt itespenc teo ( 11 . The, '111cig ie':t Whi'ci

ill at rirat [ pi ti me' pSe' Mei ilt ing si te i s we' II del tmed lin a mede'i t Ist

e.slsnn' a I it trn wtid tiI ele, hist in eehsc'rvet toinai prec't ICr' is ieeeeriv cut ititil

alot (lift litilt tee) mv'4silne'h*, be'ise' it tiorbeit I vvt fIott iiat t ons I n the'c w Ind,
Ie pv'i ai I Iv ttieesi' Iarge r e4ddie'#s- t hialt gi ve' r ise' tee sI gn it t icait merendenr ig.

-evr aIt insit ances may . ecienl I n t 1w- ariaI vs is plue I a air ot Table's I331 and

.4 In wh i cti t he bac k t r a j c'i't (Irv cee 1mpeet teeld f rom wi ted m'ea.44rt-ilet -. at t he

mon I t o r1 ig ste' I diel1 not I tit ercse't the lit uceiway ( tihe 60ll1- SeeOni- t rivelI -t icme

Ceast-S. is t hevs' e.ase s I t i s p)r e sume o tha t thei' Wi ndo eseet 11VSirk-101tSS Miip IV d 1 1

neot ret I etet we' I I inigh t liv' wi nd vant At Insn t hat aict tiAl IV t ook pl ace aleing theit
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data in Table 3.2, while the ratio of values taken at any given travel time
from Fig. 3.8 is 3.8 t 2.0l (uncertaintv estimated visually from the figure).
Thus the numbers are not inconnistent with each other, and this Interpretation
of the difference between the lines is consistent with the data.

The exponential factor on the right-hand side of Eq. 3.53 is not
expected to depend strongly on travel time, and the main dependence on travel
time is expected to come from the product a.0 h .  If the dependencies of each
factor are assumed to be the same, one obtains a time dependence of t0 °56 for
both standard deviations, in (perhaps fortuitously) good agreement with the
result of Fig. 3.7.

Equation 3.54 provides an interesting check on the assumption of a
Gaussian distribution within aircraft plumes. Everything on the left-hand
side of this equation is known, If o is use' as an estimate of eef .3 Us ing
the data in Tables 3.3 and 3.4, the average values of the quantity C.axah/UD
for 727 and DC-10 aircraft turned out to be 0.53 1 0.18 and 0.47 * 0.17,
respectively. The uncertainties represent one-standard-deviation values based
on 24 and 18 plumes, 727 plumes no. 1, 2, 5, 12, and 20 being omitted and DC-
10 plumes no. 1, 2, and 21 being omitted. The results are not statistically
different from the expected value of 0.3989, and the data are therefore
reasonably consistent with the Gaussian assumptions.

Determination of ,7 (t) and zo(t). An examination of Eqs. 3.28-3.31

shows that the effects of the dependencies of oz and z o on travel time are
closely related to each other and, as a practical matter, must be considered
jointly. In addition, due to the absence of pollutant and meteorological data
for other monitoring sites, and especially for other downwind distances and
heights above ground, the quantities az and z. could not be uniquely
determined in the absence of additional external assumptions regarding their
behavior. Given such assumptions, discussed below, the procedure adopted in
this work was to estimate the time dependence of a. and z o such that the peak
NOx concentrations predicted by the model were in agreement, on the average,
with observed peak concentrations.

The initial step in the analysis was to assume that oz(t) - Oh(t), that

z. was constant, i.e., there was no plume rise, and to compute the ratios of
model to observed peak NOx concentrations for the analysis plumes. These
initial calculations showed that under these assumptions the model
overpredicted by a factor of about four for travel times up to 80-90 seconds
and underpredicted by a factor of about 0.2 for travel times above about 130

V seconds.

The next step was to assume that the plume rise could be described by a
modified form of the expression Riven by Yamartino et al. (1980):

zo - 0(t)" yt) (3.55) LI
.ik
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H .( t 1 vt - (3.56 )

I,, tw.'c e'qtiat I xi., 2 i, a ttinct ion of time to he determined, H y(t) is the

.,m.it o,, phmy rise formoln, hv Is. an aircraft type-dependent coefficient,

, in.d q :it, .'/ and I, rk.spectivelv. In addition, a (t) was assumed given

S(t I (t )at(t) (3.57)

.,Iir, ( t) i s anot her function of travel t ime to he determi ned. The ratio a/B

A! ;everalI travel times was determined by running the model for a range of

,.Iie- of a and B, plotting the ratio R of model to observed peak NO x
ncentrations a,alnt (, for each value of B, for several different plumes

•;anning a range of travel times, and finally Identifvng by interpolation the

lue of a that, for given travel time and value of B, would result in R being

,,:2al to unitv. It was found that for travel times below about 70 seconds,

t , optimum ratio i/ was independent of R and its graph was linear on log-lop

i;er, Indicating a power-law dependence on the travel time given by:

*t -. l -  (3.58)

wi!,? a correlation coeticient of r - -0.99. For travel times greater than 70

,,- ,Yids, the optimum ratio decreased with time more rapidly than in Eq. 3.58,

,.n-i a definite dependence 00 the valite of 8 was apparent.

At this point, it became necessary to introduce an additional

ajs',mpt ion in order to separate the effects of az and zo .  In effect, the

V,,umption adopted was to require az(t) to vary with travel time as ti1 3 1 for
Thr,?t travel times. From Eqs. 3.57 and 3.45, this implies that for short

tranl tIr ri, S (t) must vary as t 0.74 and, therefore, from Eq. 3.58, a(t) must

var as C . Given these short-time dependencies, the following functional

t,,rm, were assumed for a(t) and 8(t):

-0.18
i(t ) at (3.59)

0.74

M(t) c t d(3.o)+

Thus thie qhort-term time dependence r.quired by the above considerations are

followed, but the possibilIty of different dependencies at longer travel times

4
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Is allowed for. Furthermore, the ratio a/c must equal 8.59, from Eq. 3.58,
and we make the additional assumption that a is unity, corresponding to the
assumption that the coefficient hy in the Yamartino plume-rise formula is

correct for short travel times. These considerations imply that c - 1/8.59 or

that c - 0.116.

The values of the remaining parameters, b, d, t and t, were estimated

on a trial-and-error basis because of time and budget constraints. The final

expressions for a(t) and B(t) that were implemented in the model are:

ea(t) = (t/seconds)-O'18 (.1
(1(t)n.64(3.61)

1 + (t/16.62 seconds) 0 6 4

8(t) - 0.1lb(t/seconds)0 7 4 (3.62)
I + (t/7.1 seconds)

0 .3
0

The expression for a(t) gives rise to a very broad maximum in Az (t) at a

travel time of 101.5 seconds. In the model, the plume rise was assumed to
remain constant at the maximum value for travel times greater than this. The

asymptotic long-travel-time behavior of oz(t) that results from Eqs. 3.62,

3.57, and 3.45 is a power law with an exponent of 1.0.

The results of a comparison between observed maximum NO, concentrations

and those predicted by the model with dispersion coefficients and plume rise

given by Eqs. 3.45, 3.55-3.57, and 3.61-3.62 may he summarized by stating that

the average value of the ratio R of predicted peak concentrations to observed

peak concentrations is 1.3 * (lo) 0.9 (N - 46). However, an examination of

the individual results for the various plumes reveals two features that

indicate that the predictions could he further Improved and that somewhat more

optimal descriptions of the dispersion coefficients and plume rise could be

found.

The first feature is a residual variation of R with travel time. If

the results are aggregated according to whether the travel time is greater or

less than 100 seconds, one finds an average ratio for travel times Less than

100 seconds of 1.4 * (I) 0.7 (N - 37), and an average value of 0.8 1 (I) 1.7
(N - 9) for travel times greater than lOOs. The very large standard deviation

in the last result is due almost entirely to two 727 points at 3.5 and 2.5,
the rest being very much smaller (the largest remaining value is 0.41, the

next largest 0.20, and the average of these remaining seven points is only

0.16). Although no firm conclusions can be drawn because of the scatter in

the results, the trend towards underprediction at longer travel times seems

clear.

The second feature is an apparent difference between aircraft types.

If average ratios are computed separately for the two aircraft types involved,

one finds that for 727 plumes R - 1.73 * (1a) 0.74 (N = 22), and for DC-10
plumes R - 0.90 * (1o) 0.28 (N - 15). In these results, plumes having travel

I

i _ i I i i Ii In,
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ttis ,tater than 100 seconds have been excludedi. Although the scatter is
such that the region,, of uncert ait t overlap and no f irm staRt istia I rIonc 1ii-
sion8 can be drawn, t he apparent d If ference i n performance for t he two
atircr af t I q suff IciAentlIy gre at n% to suggest thtit It mav be realI.

On t he whole, the* model appears to predict peak concent rat tons5 at the
monitoring site relatively well, with the caveatn Just discussed. Dlue to time
and budget cons tra intsa, add it ionalI tuning of the model, *InclIud ing compa ri sons
of pred ic ted anid observed NO xdoses , could not be performed al though tile
predictiv~e power of ,he model would certainoly beniefit from them.

.2 MOot:], VAL.1 ATTON FOR ONF-O OIJR PREDI]CTI ONS

The mainr ohbjec tivye of the model-development a-id valIida tion phase of the
program wasi a modeI su it able for th tit's t Imat i on of ore-hour ave rage NO')-*
concent rations from atircraft. As explained earl ier, the' approach adopted Ill
this work was to compute the cont ri buttion from I ndi vi dual t akeoffI event.; and
Num the results. This section describes both the manner in which this is done
by the model arid the val idat ion resuilt,;.v

1.2. 1 Mu] t ip1e-llme Model Descript mui

In most dispersion models that compute one-hour average concentrations
of some polluIttant , t he assumpt Ion I s made that the meteorological conditions
are conist ant over the one-hour period for which predict tonn are to be made.
The same assuemptin was made In this work, and since Individual aircraft
plumes are assumed to be Independent , the cointribution from each type of
aircraft to a one-hour average concentration may be estimated by comptiting the
rontrilbit ion from one takeoff event and mulidtIplying by the number of takeoffs
by that type of aircraft in an hour. Thus the computatitonal burden may be
significantly lessened.

The mlt iple-plume version of the model computes total aircraft-relaited
No, and NO2  dosages (ppm-s) for one-hour time periods, and obtains t hic
corresponding average concentrations; hy dividing by 3600 seconds. The number
of each type of atircraft that take off In each one-hour period may he provided
by thte user or a default distribution may he used that is contained within
the model Itself and is; based upon In hours of direct observations of takeoffs
on runway 32R at O'Hare International Airport. The default distribution i--
given in Table 3.S~. This distribution is not intended for use at other

Vairports, nor even for other runways at Chicago O'llare. The frequency
dist ri but ion Is di tferent for each at rl~rt and for each runway in a given
airport anid depends on a numbe'r of tact ors , inclIud ing the length of the rtunway
arid the proximity to the various gates used by different commercial carri ers.

4b
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Table 3.5 Default Aircraft-Takeoff Frequency Distributiona

Aircraft

Type 747 737 727 707 DC-9 DC-10 L-101 HIsc.b Total

Average
Takeoffs
per Hour 0.1 2.0 13.9 2.% 4.4 4.6 (1.3 8.5 3h.3

Percent
of Total (.28 5.51 38.29 b.89 12.12 12.67 0.83 23.41 10) .0(0

aBased upon 10 hours of observations on runway 32R at Chli cago O'Hare

International Airport.

hMisc. includes small private and commercial lets and propeller aircraft.

.14

9'



1.2 .2 Mul t tple-Putme' Model Val idatiton

For modelI valI i dat i on purposes , 31 di st Iflct one-hour periods wi thI
rv I at I ve I const ant winid speed, d irect i on, solIar I nt ens Ity, and ambi ent ozone#
i oncent rat i on were i dent ii lted . These periods were also chosen so as to provide
a range of numbers of takeotff per hour; the individual aircraft types Could
not he idtentifi ed, but the number of distinct jet-aircraft plumes could easily
he determined by inspection of the data. The defauilt distribution given in
Tabhle I.)~ was used to est imate the number of each type of jet ai rcraft that
t ok o)tt in each one-hour period. Table 3.6 shows the periods selected, the-
tttimbor oft Jet plumies observed, the vector mean wind speed (V ved and direction

i 4the wind-ve.locitv variance component- perpendicular (a ) and parallel
(a ) to the vector itian wind velocity, the observed and calrniated aircraf t-
r~elIat ed so~ and NO, one-hour dosages, and the average amnbi ent ozone levelI

Figuires 3.9 and 3.1If represent plots of calcul ated versus observed
hourly aircraft-related dosages for NO, and No2 respectively. Only points for

which both calculated and observed dosages are nonzern are shown. As can be

seen- f romn the dat a in Table 3.6, several periods were found for which the
calo-tilatitons indicated no effect. In allI of t hese inrst ances, the wind

0 i r,'ct tin was great er thban 307 " , correspond ing to wi nds bl owi ng nearlIy al ong

he ruinway axis. In thesei cast's the geometry of t he runway di rec tion, wi nd
di rect ion and moinitorlig-si t, location is such that little or no effect is;
-'xpec ted i t t hi plutme-, t ravel Itn st ra ighlt-lI Ine trajiec t o ries . These re~sults

indicate that meandering o)r fsome systemnat ic perturbation of the wind field is
cau-sing the plume trajectories to deviate sufficien-tly from linearity to cause,
heit plu tmes to aftt'ct thoe monitoring site but to also give rise to wind

direct ions as mie'sur,'d at the monitor to he systematically in error. Thi s

;poinits up t he inadequacy of moni tori ng the wind veloci ty at only one point and

atte-mpting to derive t ra jetctori es from t hose measurements, at least in the
noea r-c r iral geomt t r ical conti gu:rat ions * The same effect c,.n be seen for some

iitifte individuial pluimes described earlier in Tables 3.3 and 'J.4.

The sol I id I lot's on Figs. 3.9 an(] 3. if) represent t hr ri-st I t s of
regress ion analyse's run onl the two sets, of data, after disc ard ing t hose point,-,
f or whi cli thet( pred Ic-t ed va I ties are l ess than 1 .0 ppm-s. The regress ion

eqruat ions that cor rt'spond to thoste line's are,:(Calculated 0 bst rved
NO () Dose -14 .27 +I.57( N oe(
(ppm-S) ;\Pm- s)

wt it a correlaf ion coeffi cient of 0).872 (K' . ().7h), andi

Cal cu I at.'d (bse rv.'.I
N Nt 2 Dost J I .67 + 1 .1 71 (NO,, D~os:' 1 .f'4)

\(ppm-s) / \ppm-) /4
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discussed earlier. the model should be regarded as only partially optimized
and Independent data on plume rise and on the horizontal and vertical rates of

plume growth would be of particular value in any further optimization and/or
validation work. in general, however, the existing model can be considered
applicable to situations in which pollutant concentrations due to aircraft
takeoff events are to be estimated at locations in the vicinity of a runway at

any major airport or air base.

The second factor restricting the applicability of the model is that
only certain types of aircraft, specifically the coimmon types of passenger
aircraft used by major commercial carriers, are presently included in the
model. Extension to include other types of aircraft, including military
aircraft, can easily be accomplished. With regard to one-hour concentrations

specifically, the model requires the user to specify the number of takeoffs of
each type of aircraft for the hour in question. A default distribution is
currently Incorporated in the code for use in the event that the specific
distribution is not known. This default distribution is suitable only for
runway 32R at Chicago O'Hare International Airport, and not for any other
runway at O'Hare nor necessarily for runways at other airports or air bases.
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4 AIRCRAFT HYDROCARBON-EMISSION CHARACTERIZATION

4.1 INTRODUCTION

Jet aircraft engines, like other scurceR involving the combustion of a111
organic fuel, emit hydrocarbons. Total hydrocarbon emission rates of several

common jet engines for various aircraft operations are shown in Table 4.1,
reproduced from Yamartino et al. (1980a). Clearly, the taxi/idle mode is the

predominant source of aircraft hydrocarbon emissions. Table 4.1 does not
provide any information on the chemical nature of those hydrocarbons, however,
and for many purposes, detailed knowledge of the chemical composition is

4 required. The second major component of the research program discussed in
this report is the preliminary characterization of aircraft hydrocarbon

emissions.

The motivation for this work is the fact that hydrocarbons are
important precursors to the formation of photochemical smog. Certain types of

hydrocarbons, notably the unsaturated hydrocarbons (alkenes and aromatics),
are more active than others in the generation of photochemical smog

(Finlayson-Pitta and Pitts, 1977 and Demerjian et al., 1974), although with

very few exceptions all hydrocarbons are currently felt to contribute to some
degree. The primary differec.o between the different types of hydrocarbon is
the rate at which smog is generated, rather than the eventual amount. Any

assessment of the effects of hydrocarbons must necessarily incorporate
information about the actual composition of the emissions. In addition, if

the particular composition of jet exhaust is sufficiently unique, it may be
possible to determine quantitatively the contribution of aircraft emissions to

the organic constituents collected in ambient air at some distance from an

airport, and thereby obtain some measure of the relative contribution from

aircraft.

The approach adopted in this work was to simultaneously collect air

samples at Chicago's O'Hare Airport in the immediate vicinity of taxiing and
idling aircraft and at sites that were expected to be free from the influence
of aircraft emissions, obtain detailed chemical characterization of those

samples, and identify aircraft emissions by comparison of simultaneous taxiway
and background samples. Characterization by gas chromatography/mass

spectrometry (GC/MS) permits evaluation of the similarities and differences
among the samples and allows judgements to be made as to the sources of the
various constituents identified in the samples.

4.2 MATERIALS AND METHODS

The air-sampling units used to collect vapor-phase organic compounds
from the idr at O'Hare Airport are specially modified high-volume air

samplers. They consist of explosion-proof vacuum motors, in-line Gilmont flow

meters, polymeric resin adsorbents, and 3-1n. Teflon filters with an 0.3-

......................................... ....... 12 !  -

:L. , ', V
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Table 4.1 Hydrocarbon Emission Rates (lb/hr) of Aircraft Engines

Engine Manufacturer Taxi/
and Model Idle Landing Takeoff Approach Climbout j

I

Pratt and Whitney. JT9D-7 55.1 34.0 0.8 4.6 1.3
Pratt and Whitney, JT3D-7 124.6 77.0 5.0 6.5 3.3
Rolls Royce, RB-211-22B 100.1 72.2 29.1 32.2 8.3
General Electric, CF6-50C 36.2 21.8 0.2 0.1 0.2
General Electric, CF6-6D 21.8 16.2 8.3 7.0 6.8
Pratt and Whitney, JTBD-17 10.1 6.4 0.5 1.4 0.4
Rolls Royce, RDa7 25.5 17.4 8.8 0.0 2.1
Garrett AiResearch, TPE731-2 4.1 2.7 0.1 1.5 0.1
Pratt and Whitney. PT6A-27 5.8 3.5 0.0 0.5 0.0
General Electric, 700-2D 8.3 5.2 0.3 1.3 0.2
AVCO Lycoming, T10540 J2B2 1.7 2.0 3.2 1.3 3.4

aAll emission rates except those for landing are from Pace (1977). The

landing emission rates are computed by assuming that the landing operation
consists of 602 idle, 24Z takeoff thrust (i.e., thrust reversers), and 162
approach thrust (to account for the spool-down/up/down cycle).

II
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micron pore size. The air sample is drawn through the filter, which removes
particulate matter, and then through a 120-gram bed of resin that collects the
organic compounds.

The resin material used for this study was Rob & Haas Amberlite XAD-2
resin. The resin was precleaned before use by extracting for four hours at
least once in a Soxhlet apparatus, first with ethanol, then hexane, and
finally methylene chloride. Sample collection was made at a rate of 30 liters
per minute for 90 to 180 minutes. The exposed resin was returned to the
laboratory and extracted in a Soxhlet apparatus for 30 minutes using 150 mL

methylene chloride. A Kuderna-Danish evaporator was used to concentrate the
methylene chloride extract to I mL.

The extracts were analyzed using a Hewlett-Packard 5982A GC/MS and a
Hewlett-Packard 5934A Data System. The 5930 Hewlett-Packard gas chromatograph
was equipped with a split/splitless Grob-type injection system and a 50-M
large-bore fused-silica capillary column coated with OV-101. The temperature
program selected to provide maximum resolution of the organic constituents
started with a 2-minute hold at 200C, followed by a programmed rate of 2C/min
to l10"C and finally, from 110C to 270°C at 4°C/min.

4.3 SAMPLING PROTOCOL

A matched pair of sampling units was taken to O'Hare Airport on Jan. 9,
1981. One sampler, designated the downwind sampler, was located adjacent to
the taxiway leading to runways 32R and 27R (Fig. 4.1). All aircraft using
either of these runways passed the sampler, and emissions from the passing
planes plus the normal background air were sampled. The other qampling unit
was located across the airport adjacent to runway 9R. Since the prevailing
winds were from the west and southwest and since runway 9R was not in use,
emissions from aircraft were not expected to be collected by the second
sampler. Power for the sampling units was supplied by portable generators.
The generators were fueled and operated away from and downwind of the sampling
units. Sampling was begun and terminated at prearranged times, so that
simultaneous 3-hour samples were taken. A total of approximately 5.4 *3 of
air per unit was sampled. Following collection of the samples, the filters

*and particulates were discarded.

Several similar sets of samples were obtained on other d.ces.
Experimental difficulties, particularly with respect to the need for careful

*0V pre-cleaning of resin that had been used previously, precluded the use of
4. these other sets of samples in this analysis.

4.4 RESULTS AND DISCUSSION

The reconstructed total-ton chromatograms obtained from GC/MS analysis
of the two samples are reproduced in Fig. 4.2 along with the chromatogra from
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*1 simple of raw 1et t ov I .Puict oI ; I i ght run-i o- runi d i t t erencvs , t he retevntIin

rI mies 0of t he c omponen t i 1 t he ip1wi Ild and dnow I ld samle s dI n)(ot ma tc h
exacI IV. Eare re vI ~ t ot il A I tn. (' ti t oertnces; exl st h4-t we c t the component ; ni
t he Se samplIes and those ()It fic Jet t i I ,amplIev, wh Ich, was analIyzed approxi --

mate iv six months aftter tin li othrs. Tho-s, Ii fIterene's (to not preclode in any

wIV an accuratev evalu a tion of e-i ther t he phis i (-al or chemi calI si m I ar t t ic'vs and
41if ft erences bet ween theit sam p es.

Exami flat i onl of t he t-hrnmat ngr ams of the upwind and downwind sa mrIo es

reveals that the latter contain significantly more components than the former,
and their concentration-, as judged hy peak height are generally greater. The

more vo lat IlIe componerts that appear in the early part ( 10-35 min) of t he

chromatograms prodtice i den t ica pIIa t It v ril anIld a re o f ve ry SimiIa r

concent rat ions in) the two samples. floweve r, 0fter aI retention time of abouit

3" minute-, t he C onlCenIt r at I(oil of components in) the upwind sample fallIs off

rapidly. The reverse is seen to he- truie for tit(e downwi nd sample, and the
diif ference seems to be pr imarl lv duie to jet f uelI in the gas phase, as may be

seen by C ompa r 11 nV he tit dfwowi d- -'amp 14, c It r oma t og ram w i t ht t he c hromat og ram
ohbta titied from the jet t me s;imp I f,. The r. I ;i ye vvComponent conct- nt rat Ions

within the Jet fuIelI sample and the downwinid sample ippear similtar over the

range of ret en t Ion t i me- s rom 401 to W h minOtte s (The tippe r trace shown in the

figure is the chromatngram for the Jet fuel 'Sample, the Middle trace is the

chromatogram for the downwind (ai rirait taxi ing/ idling) sample, and the lowerI

trace is the chromatogi am for the, background or amh-ient air sample.)

The chromatogra4ms hown in Fig. '+.2 may he compared with respect to tile

absence and/or presence ot t a I i (in chromat ograph i c peaks and t he ir

intensi ties (peak he ights) In) odi t i oil, SimilIar peak patterns or

fingerprints i n t he t hree c hroma t og,,rims canl he i dent if ied . A peak pattern, or

t o ger prI tit , is a sequeince of peaks whose, ro iat i ve i ntensi ties are essentiallyV

identical in t wo or more chromit ograms . For example, the patterns observed in
he downwind sample chromat.ogram bet ween tit(e reten-tion times, of 3b .4 to 38.0)

min and 41 .3 to 46-.3 mi a re a Iso obsevrved i n the jet-fuel-sample

chromatogram. fiv cont rast , t he pait teIrn at 417. ' to 48.9 minutes in the

downwind-sample chromato(gram is al-sont in the c hromatogram of the jet fuel and
is present to only at small extent in tile upwind-s;ample chromatogram.

Compa r I 50 of samplIes by t his met hod doles not take i nto accounlt t he

fact t hat d if ferent components hay I ng I ittil I calI ret n t ionl t imes may he presel"t

in theqe samples. til view ofth is', ai -'inprellelsi ye characteri zat ion of tihe

major components i n these samples was conducted. 'The resulIts; are presented lin

Table 4.2. For simplicty, t lw ret entt i oil titmes of the component-; i n t he

upwi nd and I etr-f Ile I - samp I e chroinat ov rams wee rt, orlal ized t.o t he vaI t't';

obtained for t he compolnent-; in the dojwnwi nd sample.* A summary ot the tVJypes

and number of compounds identified in the three sample- is presented in Tabhle

4.3.

FxAmi nation of the i dent it ies oIf t he co~mpounds found in these t hree'

samples indiaes they are essential ly the same, flit ferenees do) exi st, hilt
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Table 4.2 Detailed Chemical Characterization of Atmospheric and Jet Fuel Samples

Downwind Sample Upwind Sample Jot PURI Sample

Time Compound Peak Compound Ptak Compound Peak
(,.1n1 Identity Site Identity Site Identity Size Comments

I I -Alkene a -C 7-Alkene M
12 C7-Alkvne -

IA C,-Alkanea
C;-Alkeno a

11.2 C14-Alkent a -
i:- To]uene I4 Toluene M4 Toluene 1
]I' CO-Alkenv

1.11 CO-Alkane a C5m-Alkane a Cs-Alka a
C. CA-Alkane t Ca-Alkene ty -

ICAR CA-Alkene a Ca-Alkane a C9-Alkenea

2.9 - C9 -Alkeno
13.1 - C9 -Alkent

13.P. CS-Alkent CV5-Alken.* it CS-Alkene a
.I Tetrachlorethane a 1etrachlaroothane a Toirechioroethane N4 Recognixabl* pattern on all

;.4 C%-Alkent a %-Alkene a Cg-Alkeno Is these chromatograma
14.h C5 -Alkane CS-A Ik no a Ca-Alkane 14
14. CO- Alkane a -

1 .A Niw 1111 MW 101 a -

!#).4 C2- Cyclohexane a C2 -Cyrlohezano a C2 -Cyciohexane IN
16.0 C,-Alkane a 9 CAlkant a Ca-Alkene
I".1 Cq-Alkanv 0 Cq-Alkano
1?A - C2-Denten. t

1'R Ethyl Bnenon R Ethyl Banton* a C2 -5*nzens N4 Pattern distinguishable
I.., C9-Alkene t - Cq-Alkene a also on downweind trace
ift. m,p-Xlone M4 ap-Xylene * O.P-Xylefte N4
IR.F C2 -Cylohasano? Is - C,-Alkane a
19.S C9-Alkano a C9-Alkano a Cq-Alkane
9.8 styrene 0 Styrent It -

2*, o-Xylene M4 o-Xylen* M4 o-Xylone M4
2.f C-Alkone C9-Alkano a Cq-Alkene 14 Pattern present in all three

2f).9 C9-Alkenw tr - Cq-Alkeno
21.2 C9-Alkane tr C9 -Alk one ir -

21.3 - Cq-Aldehyde or Ketone a -

221.1 Cq-Aikent a C 9 -Alkane a C9 -Alkano I
223 n-C -Alkone a C1 -Alkano C9 -Alkano 14 Pattern present In all three

2 7.R C 3-Lntene C3 -Iensone a C3 -bensene I
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Table 4.2 (Cond)

Downwn "*pjit Upwind Sample Jet Fuel simple

Tim, Compound Peak Compound Peak ro,,p n , P.
Idont~tv .;Is# Identity sit. Identity Sig* Comments

', -Alk~ne tr -cg-Alkeng a

r~-Ak~e T C-Aiken# a These compounds differ be-
:I.1, C9 Alkef IT C I lken tween lot fuel and downwind

.A C..-Aken# if C10-A k: no sample
2'.~~~ C-leem CAlken tr C 0 Alkene I

,4.4 b' enzaldohvdv % Sontaldehvd, IT

- 10 N~ 16 Cl-Alkane 0
".0 C9,-Alkon. tr

2. C3 senvenm a C,-3qo&#"e a C3-llenton* I Present in oil thre
27.l C9 -Alkone tr
's.k C9 -Alkene t C C1 -Alkele 0

.'A n-Pripvllb.nx.n, Iq n-Propylboent~l n 1Popylbenteno a
279 Cl-Unsenc V C3-Benzono a Cio-Alkenv a
21' I1.,-Trtmothvl- 1,.5-Triowthyl-

beniene bongene a Cl-Benzone
22 C1 ,-Alkone C1 0-Alkene

26. -C,-Cycloalkene a
27. Ct-lienZe. a C3-Bqngvn* a Crilonzonea
27.4 CIDr-&Ikso* a C 1 0 -Alkano a -

2'.4 -- lkn C1 0-Alkane
2'.' C10 -Alkan* a Ci10-Alkene a
2'.A -C 1,,-Alkan* tr -

24.1 beozofuran a
2M.2 - C1 0-Alkano it C1 0-Alkanea
28.) C1-Snlene 4q C3 -Ionzon* 14 Cl-Bencne 1
24,% Cl,--Alken. a -C 1 0-Alkeno m
'A.- cj-AIkcae a C-,,-Alkoe cT C,,-Alkone
29.'- C -Allhe e a -

29.0 Uihloob.nzone a Dtchlorobencone aNot in lot fuel
29., C1 ,--Alken, C10 -Alkono
29.A C1 0-Alkene -

29.8 C4-llenzone CA-Iwnxene tv C4-Ieonzve
So.. n-C - Alkan. 1 n-C ~-Alkeno a - C10-Aikane absent in let fuel
30.4 ,-inzone M 3 LIn~env a -
30.8 c' -sonzene o C4-50ngone

44
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Table 4.2 (Cant a)

Dowwilnd Semple UpwInd Saple Jot rust $"iapl

Time Compound Peak Compound peak Compound Peak
(xin) Identity gige, Identity $ISO Identity site Comments

11.n0 C4 -Iangane 0 C4- Snheno a C4_ benson&
11.2 Inden * ladenl if -

31.6 CO-Aikeme ti C I 0AlkeneI

12.1 C1 0 Akf It ()C-Aiken@ ITCo
12.4 CI 0-Alkan w CIO- Aiken* C4 -Cycioaikene
12.6 C I 0 -Alkena U

12.'7 C 1 3 -Alkane
312.9 C6-sentene * C,-Bonzene
11 C4- Sentono a C4 -lonsono a C-Alkene a C,-Bensenex present In upwind

11.. C-InSene C,-Iensone C D4-enson@ a and dovnv,'nd seaples as a
11.8 CA.- enlene a CA-lionsene * C.-Dasenn a group are not preaent In

14.1 C 4.-Bonsorw CA-Donson. a - jet-fuel @aple

14.% C I- Alkene CA- Benson@ a
1U.6 C;I- Alkfne tr osygonatad tr -

al iphat ic
3%.2 C4-sensene a CA- sentene a -

3.5 CI- Indan C C -lndan * C4-Bonzane a

35.9 CA-leene ao CA snzn a
36.1 - Ozygenated tt C 1 1-Aikane 0

al iphat ic
34.1 - CA- Denson& a

16.2 C11 -At :no 0 Cti- Alkana a
16.11 C 1 1 -Alkeno if -Cil-Ake

36.3 C -Indan t - Obvious -fingerprint- sean
36.7 C~i~lken * -In downwind Sample has

17.0 Cii-Alkene C -C 0-Alkene a different components from

17.2 C3 -Bonsona -Cs-lensane C 10o Ukena a thos in the jet-fuel sample

37.4 Ci-Sensone CS-Sensone a CS-iensene a
17.6 C3 -Banxene q Cs-Senzene
37.6 Cii-Alkene a
17.9 C5-sole,
38.2 C2 -50neaidehyd* CS-safneene a C5-leftsane a Pattern recognitsble in all

18.3 n-C 1-Aiken* C11-A.Ikane C C-Alk no I three samples

196 1  
"itl~e 1 Deai)9.2 C1 -lC

C I

FV

.. Iti A
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Table 4.2 (Contd)

Dlownwi~nd $Owpl& upwind Sample, Jet rusti Sample

TI. Cmto.nd Feak Cm~pound Peak compound peak
(61n' Identity Size Identity Rise Identity site Commets

4 .1 C1- Indan a C1-Inden a -

' ~ C5,-lenten* a C -senhene a - Enhanced In doawInd sample

"J." a -)1 0 C -Indanm
41.1 C15neea 13newem C-Saftsne a
4l.s c 1 2- Alkoe. - C12-Alkano
41.01 Clnzn a s~ense"* if
41.9 c 5- e10ene m CSna m otn C -Seanmem
42..2 C,-Bvnzen* c 5 C esone no

424 Waphthalen. N apieln * UPtthaiene
4 9 ., lnseno a c SeBnsone a CS-lonsonea

C1 2I-Alkeno

C1 'ken :2 n- C12 -Akekno a
-13C11- Aiken tr -

hi' C2 - Inden er -
41NC 11 -Aikano ct -

41.h C1 , Allan. a -C 12 -Alkan, a
41. 'lden ti -C 2-lndon t
41. CDc&Al tr -C 2 -0ecalin a

.1 C,, Alkan* a -C 2-Ailkswe
44,4 tetn 5lne.i C,-esn
464..6 C2 Docalin a Ci-Sensene iT C12-Aikene?
644.9 C2Decell tr -C-Ttfaiiti? t

I s'f C1 2-Alkene *C 12-Alkone t
IN.2 C-Indon C -

2 Indan a4%.3 C6- bentene m C5 -Denan tr 4-leon
45.1 - -C 2-Indall a
4s.,6 C12 -Aikefle t C12 -Alkone tr

t.. C, 2 -Alkane a -

4S.fl C2- 1ndaf t -r CInden tr
4.. S'-lencoe Zr -b5-enzene t

M -C 2-Alkee Pf O-C 12 -Alkane a n-C 12 -Alkena, P

44.? b-lenon* a - Cf'-sensonem
4.7.0 C 6- alnn a - -&&nen&

c7C C2 - Decaltn m -C-eai

- t l.Ik
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Table 4.2 (Cont'd)

-Downwind SmVI* Ulpwind Sample ;at ?.#I Semple
K.t.ntionw

Twcompoond peak Compound Peak Compound Peak
(i) Identity six* Identity six# Identity Size Comm..nt-

47.4 C 13 -&ikane I C1 1-Alkang tr Cw-Alkane a

47.6 C2 -beraiin tr -

4'. C3-Indon tr -

41.9 Cr-lnAsn a -

401.4 C12 -Cycloaikano -yl
a ; ano

44.3 Cz1 ndan a -C 2-lndan a
4q~ 4-lensen. o C6-benzene a
4.4.1 C1-Decalin a -C

3-Dacalin ff
49.1 C5-leaaene a -Cb-senzefte tr
49.7 C1 -lengSn. tr - Cw3 Aikane a
49.9 C1 3-Alkyn. a -
,O.() 5b-loen. tr -

W. C13 -Alken,
NI.3 2HeOthyl H 2-mathyl a 2-Methyl a

Na~phthalene Naphthalene Haphthalene
$0.4 - -Cw

3 Alkane
sflA Cl 1 -Alkyne a -

%07 -- C 1 3 -Aikyne

il. -C
3-Indan Kr

-C 14 -Aikane tr
$1.1 C,3-Alkyn. H -Nothyl * Plthyl a

Naphthalene Naphthalene
!a116 C13 -Alkene T Cw3 Alkone m
51.6 C 1 3 -Alkone C -C 3 -Alken,
52.3 C 1 3 -Alkene m -C 1 3 -Alk ne
52.1 C1-lndan a -C

3-lndan
52.4 0-C11 -hlkane N -n-c

1 3 -Alkane
52.7 C11 -llk~no
53.0 Cl 3-Alkew.z
51.2 Cw3 Alkano Zr -
$3.3 C3-Indan a - C,-lndan tr
$1.5 C13 -Alian. a - C14-Alkono Kr
*,1.7 C3-oeralin a -

ot.

~ Olin,



Table, 4.2 (C..t'd)

Nc~~In ~aup. l1,d SampZ.' J.2 ?ctel Sample

S Ptak t'..b Coepo~nd Pook
l1i'Mtv Sit. A i1-Iv It Idontity sI:. C.nt

r'-.1 I, It r. & a .

C~~ian t C'A'n it
CtAfla,e IT r

4 -Alan,. c Is.- Alkyne a
,-Alk-,, 7,

No.! 1, 1 -Alka, C ;-Naphlhal.e
0Alt'n. C Uk'

a Spta~ c;2Iiaphthiitl. ft

c2 phhl-c 2- pAkl n. t

C.-D. ici- Alan a

rq~~~~~ 2-Mo aphoths arepnlorwea~y
Ila Cfl (OS-Alhat n-C,,,a. pa& I!.nvtv

it trace .sv,rf~n

4:
N- 14
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Table 4.3 Summary of Number of Identified

Compounds by Hydrocarbon Type

Sample

Hydrocarbon Type Jet Fuel Downwind Upwind

Saturated 27 29 21
Unsaturated 39 53 14
Cycloalkanes 4 6 1
Substituted Benzenes 36 45 35
Chlorinated Hydrocarbons 1 2 2
Indana 10 15 5
Tetralins 2 1 0
Decalins 4 9 0
Naphthalenes 8 7 5

Total 130 167 83

' i

'V:
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many are due to the relatively low concentrations of components (especially in
the downwind sampie) that were therefore not readily detected by tho,

instrument. Thus, while 167 compounds were tentatively identified in the

downwind sample, only half that number were found in the upwind sample.
Computerized analysis of the let-fuel-sample data indicated a total of ahoiit
450 compounds. However, only 130 were present in sufficient concentration t')

be easily identified by manual methods. Some differences were appar,nt
between the downwind sample and the jet fuel sample. In partictilar, the, peak
pattern already indicated at 36.4 to 38.0 min in these samples is prodtci-d bV
different compounds, which demonstrates that using only peak patterns to

ascertain chemical similarities can lead to incorrect evaluations. The
percentages of the total number of major compounds identified that correspond

to photochemically active unsaturated hydrocarbons (322) and benzenes (272) in
the downwind sample are identical to those in the let fuel sample. In the
upwind sample, the corresponding percentages are 17 and 42Z., respectively.
Calculation of the peak intensities of the compounds in the jet fuel indicatw;

that it consists of 392 unsaturated risg compounds (substituted benze,'es,
indans, naphthalenes, tetralins), 5|t saturated hydrocarbons (iklnes,
decalins, cycloalkanes), and 10% unsaturated hydrocarbons (alk,,n,,s) by
weight. Two chlorinated hydrocarbons were identified In the s ampl es.
Surprisingly, tetrachloroethane was not only found in the upwind and downwind
samples, but also in the )et-fuel sample. Dichlorobenzene was fouud onrl. In

the upwind and downwind samples.

4.5 CONCLUSIONS

The site of the upwind sampler (adjacent to runway 9F, Fig. 4.1) was
selected to preclude the collection of aircraft emissions and provide an idea
of the background content of the air prior to contamination by aircraft
emissions. The fact that the early part (10-15 min) of the upwind-sample
chromatogram appears to contain the same relative concentration of volatile
components as the downwind-sample chromatogram is therefore not unusual and Is
attributable to hydrocarbons present in the background air. However, most of

these lighter components are also present in the let fuel sample with similar
peak patterns, indicating that additional sampling is necessary to resolve
their origin.

There is no doubt a&. to the source of the components with elution times
of approximately 40-65 min in the downwind sample, since the peak patterns are
nearly identical to those present in the jet-fuel-sample chromatogram. The

identification of jet fuel as a major component is further substantiated by
the similar percentages of the total number of major compounds identified in
the two samples. The downwind sample contains a high percentage of
unsaturated hydrocarbons and benzenes that apparently originate from the
unburned jet fuel. Thus, this jet fuel appears to have a greater potential to
cause photochemical smog than would a fuel consisting primarily of saturated
hydrocarbons.



5 AIRCRAFT EMISSION EFFECTS ON PHOTOCHEMICAL SMOG

As indicated in the previous section, the principal motivation for

studying hydrocarbon emissions from aircraft is the fact that hydrocarbons are

precursors to the formation of photochemical smog. A detailed quantitative
assessment of these effects for any particular airport necessarily involves a

very significant expenditure of time and effort, substantially greater than

that required for a comparable assessment for some unreactive pollutant. A
suary of what is involved is given in Sec. 5.1 as part of a qualitative

assessment based upon currently available information. Section 5.2 contains a

ditsucssion of further research required in order to quantify the effect.

5.1 DISCUSSION (
Assessing the impact of aircraft emissions on photochemical smog

formation is complicated by several factors that do not exist in the case of

an unreactive pollutant. The ozone criteria document (USEPA, 1978a) contains

an extensive discussion of the current state of our understanding of the

origin of ozone and other substances in the atmosphere that together comprise

photochemical smog. Ozone itself results from the photolysis of NO2 , as

described in Secs. 2.2.1 and 3.1.3, and the photostationary state between 03,

NO, and N02 does exist in urban atmospheres to a reasonable degree of

approximation. The presence of trace amounts of various hydrocarbons in

addition to oxides of nitrogen results in other manifestations of

photochemical smog, including, for example, the production of additional ozone

above the amount initially present and the production of a host of other
substances, such as aldehydes, ketones, organic nitrates, and PAN (peroxy-

acetylnitrate) and its analogs, all of which result from oxidation of the
hydrocarbons (Finlayson-Pitts and Pitts, 1977; USEPA, 1978a). The amount of

ozone generated, the time needed to generate it, and the nature of the other

reaction products depend upon, among other things, the specific chemical types

of hydrocarbon present and their concentrations. The chemistry involved is

quite complex, and certain aspects, such as the mechanisms by which higher-
molecular-weight hydrocarbons are oxidized, are poorly or incompletely

understood.

Elevated ozone levels and other photochemlcal-smog manifestations are
present in plumes downwind from urbanized areas ("urban plumes"). These

plumes are detectable at distances comparable to the total distance that

pollutants can be transported by the wind over the course of a day. In

addition, ozone and other substances can persist overnight and be ready to
initiate further photochemical reactions the next day, with the result that

photochemical smog episodes can persist for several days at a tim within a
multistate area over which the emissions and their reaction products have been

distributed. This large-scale sultiday apect of the photochemical slog

problem was only recognized within the last decade.

mm .
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From this brief description, it should he clear that quantitatively
characterf;ng the effect on ozone levels of a certain subset of precursor

emissions, such as those due to aircraft, is a formidable task. Even if the

more limited objective of achieving such a characterization within a specific
urban plume or airshed on a single specific day were adopted, the amount of
effort that is required is clearly substantial. In particular, even assuming

that on,, or more appropriate computer models are available, the complexity of

the chemistry requires that a very extensive and detailed emissions inventory
be prepared, Including not only aircraft sources but also all other sources
both stationary and mobile that may contribute significantly, and including
not only emissions of NO and NO2 but also those of CO (carbon monoxide) and
',;pecI,0lv also those of various chemical classes of hydrocarbon (usually at

least tour classes are used: alkanes, alkenes, aromatics and aldehydes,

althotteuh In some cases It may be desirable or even necessary to subdivide
these t11 fturther). In addition, the computer model must incorporate a
sutftci_..t y detailed description of the chemical reaction kinetics, which

Itselt requires that the various reactions and their rate coefficients be

understood and known; of particular relevance here is our result that aircraft
hvdrocarbon emissions are composed to a large extent of unburned jet fuel,

which consists of higher-molecular-weight hydrocarbons than those emitted by

automobiles, for example. Most photochemical models incorporate a simplified

description of thc, chemical kinetics associated with the lighter hydrocarbons
emitted by autos and therefore may not be suitable In this application. The
meteorological data requirements, even for a single-day simulation for a
particular urban area, are also quite substantial for most photochemical
models. Boundary and initial conditions must also be taken into account, and
require the availability of suitable air-quality data. Finally, the

compttational burden and facility requirements are significant for most

existing photochemical models. Thus, although the situation is not hopeless,
the resource requirements for a modeling assessment of the impact of aircraft
emissions on photochemical smog are substantially beyond the scope of this

research effort.

It is possible, however, to utilize here several published studies of
various kinds In order to discuss the potential impact of such emissions. In

particular, the results of previous modeling studies, emission summaries, and
smog-chamber sttudies all provide relevant information, although a quantitative
assessment for a particular area cannot be made without the kind of effort

described above.

Several modeling studies have been published that address the question
- of aircraft effects, including those of Frame (1978), Duewer and Walton

" (1978), and Swan and Lee (1980). Of these, the Duewer and Walton paper is the

most useful. Frame's modeling approach does not appear to be suitable for the

problem at hand, and no useful results are included in his brief paper. The

work by Swan and Lee represents a "very preliminary" attempt to use a
meteorological planetary-boundary-layer model for the purpose of making air

quality predictions in the San Francisco Bay area and, according to the

authors, no quantitative conclucions should be drawn.

I=

l li I I,. .
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Duewer and Walton used one version of the Livermore Regional Air

Quality model (LIRAQ) to examine the effects of doubling or halving the

emissions from commercial-aircraft activities in the San Francisco Bay area.

A considerably more detailed chemical-reaction system was used than in the

other two works mentioned above, and yet the hydrocarbon reactions are more

typical of light than of heavy hydrocarbons. Duewer and Walton also suggest

that the neglect of natural hydrocarbon emissions in this inventory may

represent a substantial omission. Aircraft emissions comprise 2.3% of the

basic (1975) inventory with respect to both NO x and HC (hydrocarbons).

Calculations were carried out using meteorological data for one specific day,

chosen because both observational data and previous modeling results had

Indicated the conditions to be particularly suitable for ozone formation. In

addition to the 1975 inventory, a projected 19895 inventory was also used as a

basis for examining the sensitivity of ozone levels to aircraft emissions.

Significant local effects on the concentrations of primary pollutants,

aldehydes, and NO2 were predicted in the vicinity of major airports. This

result is certainly understandable, since in the corresponding emission-model

grid cells, aircraft emissions account for more than 50% of the NO x and Hc

emissions. Local reductions in ozone levels were also predicted, resulting

from scavenging of ozone by reaction with NO. For the 1975-inventory

calculation, ozone concentration increases of a few (up to 3) ppb were

predicted downwind of the major airports when aircraft emissions were

doubled. The effect appeared to be a nearly linear function of the relative

change in aircraft emissions. For the 1985 Inventory, increasing aircraft

emissions resulted in a reduction in ozone levels over most of the area

covered by the model. Significant ozone increases were predicted only for a

few downwind stations, mostly in the northeastern part of the modeled

region. This difference is attributed to two significant differences between

the 1975 and 1985 inventories. First, the ratio of aircraft hydrocarbon

emissions to aircraft NOx emissions declined from 1.42 for 1975 to 0.90 for

1985, and second, a similar change occurred in the overall Hc/NO x emission

ration, from 1.45 to 1.07. It is known in general that the Hc/NOx emission

ratio is a significant factor in determining the ultimate amount of ozone

produced.

Two remarks seem to be in order concerning these results: (I) It

appears that Duewer and Walton did not do a calculation for 1985 in which the

aircraft HC/NO x emission ratio was maintained at its 1975 value. This

calculation would have simulated the effect of imposing no additional emission

controls on aircraft. (2) The fact that increases in ozone at downwind sites

were in fact predicted may imply that the time required for maximum ozone

formation may simply have been lengthened by the change 'I the HC/NO x ratio
and the corresponding downwind distance is such that it lies outside the

modeled domain. in this respect, a model that can follow a plume for some

distance downwind might have been a more suitable tool for making this kind of

assessment. Overall, the effect of aircraft emissions does not seem large

according to the results of Duewer and Walton, but the issue cannot be

regarded as settled.

- 49"



An ot I-r tise fulI (i roIce o t i ntf mat iont th III Io j'h Istd emt sI on
summiar I es t hat compare a I rc ratf t a nd ot her em 1 1 or), it v i r iItus 1eve 1Is of

aIgg rega t Ion. Al though a comprehensive r,,view it .o. it -or, .,, )f in! ri o
has not been made, a partial compi I it 1In If rt- tot r' nCppears In Tables

').I, 5.2, and ').3. Table 5.1 s,,mmirl,,s .0tr. rt hvdtrutbhon a n d N
emiss-; ins at a t ew sele4ctevd a . r p,t ts and a I b aso- , 4.x If sed percent aygeR
,1 t he totali hvdrocalrhTIn and NO.~ emi ssions- at the -a! rport or a! r base . These
resut s i n d ic ate that on th l'oii l,(aIIevel ,a;i rc r.#It #-m isi ons at ma Ior

met ropoI Itan a ir por ts ic cooint for N'tween 70! and 9,) of the total fur both
hydrocarhons and NO The vsit oia te n Is m Ixed a t i r basevs , wi th a Ir craf t
account long for thle vast ma )or Ityv of emis i ons, a t W Ill I a ms AFB hint for a
N in flcant Ilv lo we i percent age at the utluer air bases. Table 5.2 Wives the
total annualI hyd roca rbon and No ) emi ss ions; for selIe c ted airports and aifr

bases . The total air-craft emiss;ions- at thoe -elected sites vary o~ver nearly

two orders of magnitude, although the major commercial airports each give rise

to at least several hundred metric tons per year of both pol lutants I It I s
i nt erest Ing t o not e t hat at rc rafIt hydroca rbon emi ss ions f rom Chi cago 0O'Hart,

al one are great er than the combi ned t otalI for all a irc raf t I nclIuded I n Duiewer

and Walton's miodeling study, and the NO~ emissions are only slightly less than

those for San Francisco. In this context it wouild have been Interesting to
see the resuilts of a calciilation fur an Francisco in which all aircraft

emisssions were assumedi to arise from a single airport.

Table 5.3 gives aircraft emissions as percentages. of total AQCR (Air
Quality Control Region) emissions from all sources . Generally speaking,

aircraft account for uip to It of bo~th hydrocairbon and NO),x emissions. At this

level of aggregation, however, the results may be somewhat misleading in the

4 ~ sense that not all the emissions within an area as large as an AQCR will
affect po Iit ant concent ratitons -it the same~ locations. fIn assessing t he

effect of aircraft emissions, one must keep In minud that on ly those location.4downwind of an airport or air base will be affected on a given day. The

I airraftemissions from a given airport or air base should be compared with
only that part of the other emiss i. c t hat have an et feet at the same

locations. In addition, one has: to keep fin mind that the downwind distance
f rom a source Is a n important. fact or in det ermi ni ng pol lut ant
concentratins. Clearly, an emission comparison such as is given In Table 5.3

should be considered as a qualitative Indicator only. It might also be

mentioned here that nationwide, aircraft account for 1 .2Z of the hydrocarbon
and 0.b2 of the NO x emissions (Naugle and Fox, 1981).

A third useful Indicator of potential aircraft effects on photochemical

smog is a recent report by Pitts and co-workers at the California Statewide

Air Pollution Research Center containing the results of an extensive series of

outdoor smog-chamber experiments in which variouis types of Jet aircraft fuel

were characterized with respect to their 'zone-forming potential (Carter et

al ., 19R1 ). This research represents the- I. iv invest iWir ion known to us that
has looked explicitly at photochemici,. et *-cts arising from the specific

hydrocarbon mixtures that comprise severail commonly uised jet fuels. The

aZ
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Ai r,tt Km'sstons as Percentages

,)t t h, .. i rport /Air Base Totals

•4 , , \ ,..,( tic, Reference

\t h Naiigle and Fox (1981)

Atit. i* 78* Naugle and Fox (1981)

')it ... Intrnat tona] 70 4 7 2 Shelar (1978)

i l I I lit e t t io a1 91 84* Sandys (1978)

I i . i ) t * 87* Sandys (1978)

A ' I-* 69* Sandys (1978)

, t on AFII B I* 1 6* Sandys (1978)

, r,, AF8] 8h* 98* Sandys (1978)

I , r , of ai r ,'raft a nd vehicular emissions only;
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Table 5.2 Annual Aircraft Hydrocarbon and No x Emissions

at Selected Airports/Air Bases

Aircraft Emissions
(metric tons/year)

Airport/Air Base NOx  HC Reference

Dulles International 642 881 Sandys (1978); Shelar (1978)

Minneapolis 464 637 Sandys (1978)

Chicago O'Hare 4138 8674 Daley and Naugle (1978)

San Francisco* 4818 822) Duewer and Walton (1978)

Tinker AFB 360 92 Sandys (1978)

Davis-Monthon AFB 54 3 Sandys (1978)

Williamq AFB 140 120 Sandys (1978)

*Combined totals for three malor bay-area commercial airports (San

Francisco, San Jose, and Oakland), three military airfields (Alameda

Naval Air Station, Moffett Field, and Hamilton AFB) and several general

aviation airports. Commercial aircraft emissions comprise about two-
thirds of each total.

.1
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Table 5.3 Aircraft Emisaiona as Percentages of AQCR Totals

AQCR Airport NOx  HC Reference

Atlanta all 3.2 3.1 Naugle and Fox (1981)
ATL 2.3 2.1 Patten (1978)

DC all - -

DCA 0.6 0.2 Patten (1978)

Los Angele% all 0.81 1.30 Jordan and Broderick (1978)

LAX 0.5 0.5 Patten (1978)

NY-NJ-Conn all 0.50 0.70 Jordan and Broderick (1978)
JFK 0.3 0.7 Patten (1978)

Chicago all 0.59 0.70 Jordan and Broderick (1978)
ORD 0.6 1.0 Patten (1978)

San Francisco all 1.20 1.60 Jordan and Broderick (1978)

all 1.9 2.2 Duewer and Walton (1978)
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results have special significance from the point of view of this report, since
the major conclusion arrived at on the basis of the measurements described in
Sec. 4 was that the composition of hydrocarbon emissions from queuing aircraft
Is essentially the same as that of unburned jet fuel. Thus many of the smog-
chamber results may be taken over more or less directly Into the atmosphere.
However, the smog-chamber experiments do not in fact simulate faithfully all
the features of atmospheric chemistry, fur several reasons (nor do Pitts and
co-workers claim that they do). In particular, the effects of hydrocarbons
emitted by other sources, especially automobiles, are not included, nor are
the overall effects of dilution and fresh NOX injections. Also, it is known

that smog-chamber walls act as a free radical source uinder Irradiation with
sunlight or LIV light, and these chamber effects are not very well
understood. Nevertheless, the results of Carter et al. are very useful for
understanding the qualitative effects that the rather-high-molecular-weight
hydrocarbons in jet fuel have on the formation of smog, especially relative to

other fuels, and represent a starting point in the research work needed to
understand the photochemistry of NO X_ let fuel mixtures.

Rather than discuss all the results and conclusions arrived at by
Carter et al., we refer t.2 reader to their report. In the context of this
discussion, the two results of greatest significance are (1) that the
reactivity of a hydrocarbon fuel, consisting of a mixture of alkanes and
aromatics, with respect to the rate at which ozone is generated, increases
with increasing aromatic content, and (2) that the total amount of ozone that
can be formed may not differ greatly from fuel to fuel. To addition to
several types of jet fuel, unleaded gasoline and diesel No. 2 were examined,
and both were found to be more reactive with respect to ozone formation rate
than any of the jet fuels examined. The reactivities correlated well with
aromatic content except for those fuels consisting almost entirely of various
polycyclic CIO to C,4 isomers. Such fuels are high-energy fuels developed for

use in various military applications, and all result in only slow formation of

ozone.

The second result cited above Indicates, however, that given enough
time, even the unreactive hydrocarbons can ultimately cause the formation .f

as much, if not more, ozone than can the reactive fuels. Carter et al. point
out In addition that the conditions under which optimum ozone formation occurs
differ from fuel to fuel because of the effect of nighttime ozone and No.

removal. They also note that the types of experiments that were conducted are
not particularly suitable for determining maximum ozone yields, especially for
relatively unreactive fuels. Carter et al. go on to say that diesel No. 2
clearly forms less ozone, and that it is probable that unleaded gasoline may

also form somewhat less ozone than the other fuels. The implication seems to
* be, although It is not stated in so many words, that the jet fuels examined

all probably form more ozone, albeit after a longer period of time, than does
unleaded gasoline and that this to clearly the case for diesel No. 2. In

other words, aircraft hydrocarbon emissions may give rise to less ozone than

do other emissions on the day of the emission, but they have the potential to
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generate an equal, if not a greater, amount of ozone than others in multiday
episodic situations.

5.2 FUR~THER RESEARCH REQUIREMENTS

Progress must he made in at least two areas before the impact of
aircraft hydrocarbon and NO . emissions on photochemical smog production can
begin to be quantified. The first area is that of our knowledge of emission
rates and composition. Additional studies should be carried out in order to
(a) verify or refute our observation that the composition of hydrocarbon
emissions from queuing and taxiing aircraft is essentially that of raw jet
fuel, and (b) quantify the emission rates of several classes of hydrocarbon,
including alkanes, alkenes, aromatics, and oxygenated hydrocarbons such as
aldehydes. It may be desirable to consider subclasses as well, the main
criterion being similarity of chemical behavior In the generation of

rhotochemical smog. It is understood that some of this work Is already being
done by other research groups.

The second area in which progress is needed is that of understanding
the various chemical reactions that hydrocarbons of the type in jet fuel and
in let-engine emissions undergo in the atmosphere. As discussed in the
previous section, a good beginning has been made in this respect, but more
work is needed in order to develop a reaction mechanism that could be
Incorporated Into a photochemical smog model. For a detailed list of
recommendations along these lines, see the report by Carter et al. (1981).
Experiments Involving mixtures of jet fuel and other hydrocarbons
representative of automotive emissions would be useful in elucidating the
interaction of aircraft emissions with urban photochemical smog.

The research goals just mentioned will take some time to achieve, and
enough information exists now to allow the development of a preliminary
reaction mechanism for heavier hydrocarbons that could be used in a
photochemical modeling study. We recommmend that, concurrent with the
fundamental chemical kinetic studies, such a preliminary mechanism be
developed and Incorporated into a model and that the resulting model be
exercised to obtain estimates of the actual effect of aircraft emissions on
photochemical smog for single-day simulations. This type of initial

quantitative assessment would be valuable in providing timely information to
FAA and USAF on such impacts and may also indicate the need for specific
experimental or observational studies to provide data in areas where they are
lacking.

. 4
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6 SUMMARY, CONCLUSIONS AND RECOMMENDATIONS

6.1 NITROGEN DIOXIDE EFFECTS AND MODELING OF TAKEOFF EMISSIONS

A combined field-measurement and model-development program has been

carried out to Investigate aircraft contributions to ambient NO 2 and NOx
levels. The field measurements were made at one location near a busy runway

at Chicago's O'tare International Airport over a period of approximately two

and a half months In the fall of 1980, with a complete set of measurements of

all variables being taken once every second throughout the entire period. A

large data base has thereby been compiled, suitable not only for the purposes

of the work reported here but for other possible studies involving jet-
aircraft takeoff events. General data reduction and processing routines have

been developed that facilitate the use of this data base.

Much of the analysis discussed in Sections 2 and 3 could not have been

made without the high sampling rate utilized in this study. In addition to
allowing detailed plume concentration profiles to be determined, the high

sampling rate allowed reasonably accurate corrections to be made for

instrument/sampling system effects such as arise from finite response times

and relative time lags in concentration measurements. In our opinion, the

gain in resolution obtained by including these procedures was significant. It

is strongly recommended that in any future field monitoring studies of a

similar nature, similar efforts be made. In addition, the high desirability

of redundancy in the monitoring instrumentation was pointed up when problems

were encounte.red in the dynamic calibration system used in calibrating one of

the NOx instruments. The presence of another NO x instrument using a different

calibration procedure turned a serious and program-threatening problem into an

annoying but solvable difficulty.

Several notable results arose from the measured data themselves,

independent of any modeling assumptions. Most of these results were obtained

ab part of a general effort to independently check several assumptions that

were incorporated into the model being developed.

The ambient air measurements of NO, NOx, and 03 were checked for
.consistency with the assumption of a photostationary state in the ambient

atmosphere. Although a totally independent verification could not be made
qbecause of the lack of direct measurements of the NO2 photodissociation rate

coefficient kA, the data were found to be consistent with the photostationary-

state assumption, as expected from other studies. Equally as important for

the model-validation phase of the program, an emrirical expression with which
kA could be estimated from pyranometer data was developed. The expression so

derived was consistent with similar results reported in the literature. The

consistency of the results of the analysis of ambient data and the development

V 'of a method for estimating kA with other results reported in the literature

served also as a valuable check on the data collection, reduction, and

processing procedureq.Ap
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The .assumption of a photostatlonary state within aircraft plumes was
il-so made in the NO2 model, and an important result of the field program was
the verification of this assumption by two different techniques. The first
method Involved examining the quantity 0 - 1NO11031/KrNO2 ] wd its possible
dependence on the NOx concentration. No significant dependence was found,
implying similar values both within and without aircraft plumes. In addition,

the median value of this quantity was near unity, the value expected from the
photostattonary-state assumption. Problems can arise with this technique,

however, primarily related to (1) the estimation of iN02), which must be done
bv taking the difference of rNoxI and [NO], and (2) the facts that 0 is
intrinsically positive and its expected value is unity. Measurement errors in
0 can never amount to less than -1.0 but can be greater than zero by virtually
any amount. Consequently, the results using this method can be biased towards
values greater than one.

The second method of verification was designed to avoid these
difficulties and consisted of computing the average value of the quantity D -
([NO]/[NOX) - K/(e 3] + K) for concentrations measured at the peaks of fifty

individual plumes chosen for analysis. The computed average value was well
within one standard deviation of the expected value of zero, thereby
confirming again the photostationary-state assumption for aircraft plumes.

The ratio of NO2 to NOx in direct emissions by jet aircraft was
estimated from NO, NOx, and 03 measurements at the peaks of the plumes
referred to above, in combination with the corresponding ambient
measurements. The value found for the ratio of NO to NOx was 0.93 * (o)0.08,
implying an emission ratio of 7% for NO2 /NOx. This result was found to be
independent of aircraft type, although only Boeing 727s and McDonnell-Douglas
DC-lOs were considered. The value obtained in this work agreed closely with

other estimates in the literature, but represented a totally independent check
because of the utilization of measurements involving actual aircraft plumes
rather than direct engine-emission measurements.

The primary goal of the study was to investigate aircraft effects on
local NO2 concentrations. Two mechanisms exist whereby aircraft emissions
affect NO2 levels: direct NO2 emissions and chemical reaction of direct NO
emissions with ozone in the ambient air to form NO2 . By measuring NO, NOx,

and 03 within a number of plumes, it proved to be possible to evaluate the
relative importance of these two mechanisms and its dependence on the travel
time of a plume since emission. The fraction f of the measured peak NOZ
concentration that t due to the NO + 03 reaction is given by f - ([O31 a -

S IO3Ip)/[hu2Ip, where subsctipts p and a denote peak plume and ambient values,
respectively. Our results shoved that for aircraft plumes, f is approximately

$ 0.3 at a travel time of 40 a, and approximately 0.7 at 80 a. Furthermore, f
is expected to lie between 0.9 and 1.0 after approximately 120 s and to

approach the limiting value of 1.0 for longer travel times. These results
* were found for rather low ambient ozone levels; the relative importance of

chemical reaction in expected to increase with increasing ozone concentration
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for any given travel time. These results were independent of aircraft type,
only 727s and DC-lOs being considered.

Finally, observed NO2 and NOx aircraft-related one-hour dosages were
found to be linear functions of the number of takeoffs per hour, as
expected. Of the 31 one-hour periods examined, the highest aircraft-related
NOx dosage was 250 pper-s, corresponding to a one-hour average concentration of
69 ppb, and the highest aircraft-related NO2  dosage was 64 ppm-,

corresponding to a one-hour concentration of 18 ppb. The linear relationship
between hourly dosage and number of takeoffs supports the approach adopted in
the model, which involves computing the dose due to a single aircraft of each
type and multiplying by the number of takeoffs of each. The slope of the line
of a plot of dose versus takeoffs per hour is expected to depend somewhat on
the particular mixture of aircraft types involved in addition to the location
of the observer. The most prevalent aircraft on the runway used in this study
were 727s and DC-lOs; relatively few Boeing 747s were observed, for example,
and a 747 has 35% more NO. emissions than a DC-1O and 214% more than a 727.
The possibility exists, therefore, for significantly higher NO2 and NO,
concentrations to be produced with a different aircraft mix and, for NO2, with
higher ambient ozone levels.

The mathematical model, which was developed and implemented in a
FORTRAN computer program, incorporates a very general, time-dependent
formulation suitable for evaluating effects from several sources, each
undergoing an arbitrary set of motions. The current version of the computer
program incorporates only a description if the motion of aircraft during
takeoff, and handles only one takeoff event at a time, although the
generalization to other modes of activity involving other movements could be
made with relative ease. The current model predicts both single-plume and
one-hour average concentrations of NOx and 142, although again with relatively
minor changes other pollutants such as CO or particulate matter could be
handled as well.

The validation of the model proceeded in two steps. Initially, the
width and depth of an individual aircraft plume were expected to grow
proportionally to t1.2 (Gifford, 1977), where t is the travel time. An
examination of the width of approximately fifty plumes indicated however that
the (horizontal) standard deviation ah varied as At0 .57 rather than the higher
rate expected from other published results, although considerable scatter

* exists in these data and it would be highly desirable to examine more data in
* order to get a better statistical basis for such an estimate. The appropriate

modification was made to the model, and the coefficient A was adjusted so that

model predictions were on the average in agreement with observations of oh .

Based on the experience with plume widths, it wa, decided to attempt to
determine both the plume height and the (vertical) standard deviation oz as
functions of travel time. Due to the functional form of the expressions used
in the model, plum rise and vertical dispersion must be considered jointly.
Also, since measurements were made at only one location and height, a unique

I"-.2"
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determination was impossible and several additional assumptions had to be
made, particularly with respect to the functional form used to express the
time dependence and to the expected behavior in certain limiting cases. The
adjustment of the vAlues of several parameters that appear In the equations
was carried out by trial and error in such a way as to cause the model
predictions of peak NOx concentrations to agree on the average with observed
peak NOx concentrations. This approach was fairly successful for travel times

up to about 100 s, but beyond thiR the model still systematically
underprcdicts peak values. Due to budget and time constraints, a more general
optimization procedure making use of substantially more data could not be
developed, although In our opinion a significantly better parameterization
would result from a more extensive effort in this regard. As things now
stand, the optimization of the single-plume model should be regarded as only
partially complete.

Another aspect of this situation is that additional independent
experimental determinations of plume rise and both horizontal and vertical
growth as functions of travel time are needed. The method of assessment used
here, that of optimizing parameters within the context of a particular
dispersion model, is not as satisfactory from a scientific point of view as
that of Incorporating independently derived expressions.

In addition, several cases were found of individual plumes for which
the back trajectories computed by the method discussed in Sec. 3.1.6 did not
intersect the runway, and indeed could be rather far from it. Similar
situations were found for a number of the one-hour periods examined in Sec.
3.2.1. Systematic deviations from straight-line trajectories are suspected as
the cause of this behavior; in other words, the wind field in the vicinity of
runway 32R may not be sufficiently homogeneous for the straightforward
approach used In this work, which considers mean trajectories to be
straight. A possible reason for the apparent lack of homogeneity is the
presence of several Air Force alert hangars near the monitoring site. These
hangars are sufficiently large and are located in approximately the right
place to cause the observed behavior. It may be possible to correct for this
effect, although no such correction was attempted in this study.

The results of the validation of the multiple-plume version of the
model for the prediction of one-hour dosages and the corresponding one-hour
average concentrations were satisfactory, considering the difficulties
discussed above. Graphs of predicted and observed NOx and N02 dosages yielded
acceptable regression lines, and the agreement would be expected to improve if

v tt,* single-plume description were Improved as suggested above. On the whole,
the model currently tends to overpredict one-hour NO2 concentrations by about
172 and one-hour NO, concentrations by about 57%.

It must be pointed out that the validation carried out thus far is
appropriate foat locations relatively close to the aircraft that are taking off
and for correspondingly short travel times. Confidence in the model
predictions necessarily declines as the travel time is increased. Additional
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validation studies involving greater distances and travel times are needed to
firmly establish the validity of the model at these distances. Additional
optimization of the single-plume model and/or independent determinations of
plume rise and dispersion should precede any new field program for model
validation. however.

6.2 HYDROCARBON-EMISSION4 COMPOSITION

The technique utilized in this study to investigate the composition of
hydrocarbons in the exhaust of jet aircraft consisted of the collection of
sets of ambient samples using a resin to adsorb hydrocarbons from air drawn
through it and subsequent analysis u~sing gas chromatography/mass
spectrometry. Each set consisted of two samples, one taken upwind of and one
taken downwind of busy taxiways upon which queues of aircraft often form while
awaiting clearance for takeoff. The exhaust composition was inferred by
examining the differences between the samples.

A total of four different sets of samples were collected for the
purposes of this study, and one sample of commercial jet fuel was also
obtained for analysis. Due to experimental difficulties, only one set of
samples proved to be suitable for study and only the results of that analysis
is discussed in this report.

One unambiguous conclusion that may be drawn from the analysis Is that
unburned Jet fuel constitutes a major portion of the downwind sample that was
examined. Although the downwind sampler was positioned to maximize the
collection of exhaust gases from queuing aircraft, on that particular day the
upwind sampler had to be positioned on the other side of the airport and
differences between the two samples cannot be unambiguously attributed to
aircraft-exhaust emissions. It is possible that evaporative emissions from
fueling or other operations were a significant contributor; even fuel spilled
on the wings of the aircraft and evaporating into the air as the aircraft
prepared to take off may have contributed. The identification of a
significant contribution from unburned fuel seems clear, however, from a
comparison of the gas chromasograms from the two ambient samples with that
from the sample of jet fuel. Patterns that are distinctive in the fuel show
up strongly in the downwind sample but not in the upwind sample, and mass-

9 spectrometric analysis verifies the identity of the constitutents giving rise
to corresponding peaks in the vast majority of cases.

4 Detailed analysis of the jet fuel sample reveals a high percentage of
aromatic and unsaturated aliphatic compounds, approximately 50% by weight.

L Aromatics and unsaturated compounds in general are known to be significant
contributors to the production of photochemical smog. The conclusion is that
the fuel examined at least has the potential to have a significant Impact on
smog levels, depending on the overall emission rate at the airport.
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Considerably more work needs to be done to draw any firm conclusions
about the composition and effects of aircraft hydrocarbon emissions, and the
small effort described here can only be regarded as very preliminary. it
would be of considerable interest simply to characterize a large number of
commercial let fuels In order to quantify the differences In their
compositions. It is also necessary to obtain sets of samples In which
aircr~ft exhaust clearly represents the major cause of any differences between
upwind and downwind samples. With regard to the possibility of identifying
the aircraft contribution to an ambient sample collected downwInd of an
airport, more work needs to be done in simply determining chromatographic
.Rignatures" for aircraft exhaust as well as for other common hydrocarbon

sources. No clear reason why this identification cannot In principle be made
has been uncovered.

6.3 EFFE~CTS ON PHOTOCHEMICAL SMOG

The basis does not yet exist from which to draw firm quantitative
conclusions about the effect of aircraft emissions on the generation of
photochemical smog. Modeling studies to date do not incorporate an adequate
understanding of the Atmospheric chemistry of the heavier hydrocarbons In jet
futelI or let aircraft emissions, nor have they been used to simulate a
suffiriently long atmospheric residence time. Many questions regarding how a
model should handle multiday situations remain to be answered. Emission
summaries provide interesting comparisons of the relative magnitudes of
aircraft and other emissions but cannot be used to generate a quantitative
measure of their effects. Recent smog-chamber experiments represent a good
beginning to the work that needs to be done to achieve an understanding of the
chemistry Involved, but as yet have not provided all of the needed
informuat ion.

Additional emission measurements are needed to quantify the emission
rates of various types of hydrocarbons, Including aldehydes, and to provide
additional information on the composition of the hydrocarbon emissions.
Further kinetic studies are essential to elucidate the atmospheric chemistry
of the hydrocarbons Involved. Work should be initiated on the development of
a suitable chemical reaction mechanism and on its incorporation into a model
In order that pr~liminary estimates of aircraft effects may be provided and
specific areas of uncertainty Identified concurrently with the pursuit of more
fundamental research goals.

94
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APPENDIX I

NO-NO2 -O 3 CHEMICAL DYNAMICS IN

HOMOGENEOUS MIXTURES

It is possible to describe exactly the evolution of a spatially

homogeneous system containing a mixture of NO, NO2 , and 03 in air under the

assumption that the only chemical reactions that take place are

NO) + n. No + 03 (A)

and

NO + 0 3-- NO2 + 02

The purpos, oif this appendix i to derive the relevant mathematical

expressions and to examine certain limiting cases, among them the approach to

a photostationarv state.

For notat ional convenience, denote the concentrations (number

densities) of NO2 by x, of NO by y and of 03 by z, and denote their respective

initial values by subscript o's. Denote the difference x - x0 by F; then the

stolchiometrv of reactions A and B implies that Vo - y F - z, and that

f ( I 0 at time t 0. These relations imply that at ary time t > 0, x, y and z

are given by:

x(t) =  X . ,t) (Al.la)

y(t) = Yo - .(t) (Al.lb)

z(t) - z - t) (Al.lc)

Assuming that reactions A and B are the only reactions that apply, the total

rate of change of the NO 2 concentration is

dx
d" -kAx + kByz 

(Al.2)

where kA and kB are the rate coefficients for reactions A and B. Substituting

in Eq. AI.2 for x, y, and z yields a differential equation for F:

Gdl

- a- OF + kBF 2 (Al.3)
dt

S., "h ia I
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in which:

a -kAXo + kByoZ0 (Al .4a)

k A  kB(Vo + z o ) (Al.4b)

Clarlv, H - f and a can have either sign or N, zero. Equation Al.3 may be

int,,gratcd to give .(t) in tevrms of the rate coefficients and initial

cn-ent rat i l,; suhst i tut ion Int Eqs. Al .1 a-c) then gives each concent rat ion

a ;a tunct ioi (it time. The result ot Integrating Eq. Al .3 Is:

:t) H e ( xp(-t)

in which:

= (2 _ akB) 1
1 2  (A .6)

It can be shown that is always greater than or equal to zero. For some

purposes, it is convenient to have an alternate expression, obtained by

subst I tot ion:

X/ and a - $t (Al .7)

(t) - (- ) I -exp(- ) (Al .8)+,,
The expression for r.t), Eq. Al. or Eq. Al .8, provides the complete solution

to the problem under the assumptions given above and the tacit assumption that

kA and k. are not time-dependent. Several limiting cases are of special

Interest, however.

The value ot the parameter u characterizes the initial conditions, and

certain values are of particular interest. For example, the value u = I

results In (t) being zero for all t. Physically, this corresponds to a

system already in a stationary state at the beginning, so that no change is

observd In the various concentrat ions. Thisq interpretation is most easily

seen from an alternate expression for Ui:

4" , - 1 - Kx (Al.9)
I0 0

in which K denotes the ratio kA/kB. If the initial rate of NO2 loss due to

photolysis (kAxo) exactly balances the initial rate of NO2 production due to

Ii"
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reaction B (kBY0 Z), the initial state is already stationary and no change
occurs. Clearly, if these two expressions are equal, u - I from Eq. AI.9.

From the definition and properties of A and B, it is seen that u > 0.
As Eq. A1.9 indicates, values less than unity correspond to initial situations

that are deficient in NO 2 (Kxo < YoZo), and values greater than unity

correspond to initial situations in which there is excess NO 2 (Kxo > Yozo).

The limiting case U - 0 is somewhat pathological In that both numerator and
denominator in Eq. A1.9 approach zero. Accordingly, care must be taken in
evaluating the limit, but when this is done the expression for (W) becomes:

( - ')(i +2a) (u-0) (Al .10

Physically, this corresponds to the initial situation in which yo - zo (equal

initial concentrations of NO and 03) and in which kA - 0 (zero ambient light

intensity, and therefore no NO 2 photolysis). This is most easily seen by
observing that these are the only conditions under which A, and therefore W,

can be zero. A special case of this situation is that in which both yo and zo
are zero, in which case 8 - 0 also and E(t) - 0 for all t. This corresponds

to the initial presence of NO2 only, and in the absence of light, the system

remains unchanged.

The other limiting case of special interest is that in which t
approaches infinity. The limiting value, denoted by .. in anticipation of

its identification as a steady state value, is given by:

8 - - U) (Al.11)

for all possible values of B and V. Substitution of this value into Eq. AI.3,

followed by a small amoont of algebraic manipulation, shows that for E =

dWjdt = 0 and no sub!.,, nt change occurs, i.e., a stationary state exists in

which the production and loss rates of all substances are zero and in which

the concentrations are related by:

INO]103]
x 'NO - K (Al,12)

as can be seen from Eq. AI.2.

vThe rate at which the system approaches a stationary stare is 'of
considerable practical interest. It can be shown from Eq. AI.8 that after a

sufficiently long time (with (-) - lim(t) :

(i u) eA > 0) (Al I3a)

JAl
Ti.. -,..



136

where A(u) is a coefficient dependent on u, and

, -) - r(t) 1 -t -I
L(-)(u I 0) (Al.13b)

Tht, 0 for p > 0 the stationary state is eventuallr approached exponentially
with a time constant (relaxation time ) of x - X-* For j 0, a time con-

stant o, relaxation time in the usual sense cannot be defined, since the
approach to stationary state is never exponential. Equation Al.6 provides an
expre.'Rion for T-1 in terms of the initial conditions. Alternate expressions
for ir C- are:

-I .I (Al*14a)

and

A = - kA + kB(Yss + z88) (Al.14b)

Expression AI.14b is the one cited in Sec. 3.1.3 of this report. A plot of T

versus (yss + z..) was given in Fig. 3.4.

d

', I
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APPENDIX 2

DIFFERENT METHODS OF AVERAGING AND COMPUTING
VARIANCES OF WIND VELOCITY VECTORS

Given a horizontal wind velocity vector 1, denote the (standard

meteorological convention) wind direction angle by 0 and the wind speed by V,
the magnl'ude of 1. Define a coordinate system in which the positive x-axis
is directed towards the east and the positive y-axis towards the north. Then
the components of I are given by:

V . - V sin 8 (A2.l)
x

Vy . - V cos 8 (A2.2)

Assume that a sequence of values of 0 and V has been measured, Bi, VI
for i-I to N, and that it is desired to compute a mean and variance about the

mean. At least two different procedures may be employed. The first and
simplest is to compute the scalar mean wind speed and direction by averaging

the speeds and directions independently of each other; denoting these scalar
averages by V and 6, we have for V the equation:

- N
N v (A2.3)

The mean wind direction is obtained by averaging the x and y components of a
unit vector in the direction 01 and by obtaining 6 from the average
components. Denoting the average x- and y-components by ux and uy. we have:

- .1 (-ninO ) (A2.4)ux N
I

N - (-cose ) (A2.5)

0 - tan -'( ,/u ). (A2.6)

The corresponding variances are obtained in the usual way:

. v) ( _ 2 (A2.7)
N

II

02 (0 I-2 (A2.8)O".t O[8
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where 6,- must be adjusted, by addition or subtraction of 3600, so that It
lies in the range from -180* to +180.

The second procedure Is far more suitable for use in the analysis of
air-pollutant transport and dispersion because it takes proper account of the
vectorial nature of the wind velocity. The average velocity vector <> is
defined by:

- (A2.9)

so that the corresponding x- and y-components may be computed from the

measurements as follows:

4 >x . I (-V sin() (2.1O)

y N I (-Vicos) (A2.11)N

The vector mean wind speed Vvec is by definition the magnitude of <%>, and is
given by:

Vvec . <> + >212(A2.12)

The vector mean wind direction Ovec is by definition the direction of 4>, and

Is given by:

-0- tan-I[<>x / <P> y] (A2.13)

The concept of variance in the case of a vector quantity is similar to that in
the scalar case except that the square of the difference between an individual

value and the mean is replaced by the scalar (dot) product with itself of the
difference between an individual vector and the mean vector. The vector
difference is given by:

dal - 0i - (1>  (A2.14)

and the total variance o2
T may be computed from:

22

I A 2
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- - +> -i<j) +V -4<>,y2 (A2.15)

It is useful to resolve a2 into components associated with variations

in velocity parallel and perpendicular to the mean velocity. Figure A2.1
illustrates the situation. In that figure, (V,), and (AVi) 1  denote
components of 61, parallel and perpendicular to <1>, respectively, and 0, and
iI denote unit vectors parallel and perpendicular to <6 so that O 0 Gi and i
(a unit vector in the vertical direction) together comprise a right-handed
Cartesian coordinate system. The parallel and perpendicular components are

given by:

(AVi), - I cos# (A2.16)

( - I&V sins (A2.17)

The perpendicular comp nent is also given by the alternate expression

(AV i  Visin(Oi - 6vec (A2.18)

• (Visinid)cosivec - (Vicosdo)sinOvec (A2.19)

The total variance may be written:

02 . I (AV )2 + (AV)2
T N 1  II N 1  i

. 0 +2 (A2.20)
I I

since 0 and 0£ are perpendicular. Expansion of (&Vt)2 using Eq. A2.19 and
substitution into the definition of o yields:

02 " C °62 "-4 c 1 (V sin$ i)2

vec -

I V

- 2coasvec -- (VisinO Icose I)
!

a .sin 2i ( cose) 2  (A2.21); -. ! N~ (Vi1 s~)

The total variance may also be written, from Eq. A2.15:

2 (V2 V2 (<;>2 <j>2)
Iij y
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APPENDIX 3

INSTRIUMENT RESPONSE EFFECTS

If variations in the value of some measured quantity occur over time
Intervals shorter than or comparable to the response time of the
instrumentation used in the measurements, the output of that instrumentation
will not faithfully reproduce the input. For some purposes, it is necessary
to understand under what conditions such effects can become important and to
know how to make the appropriate corrections. This appendix contains a brief
introductory discussion of some of the simpler aspects of this issue; for more
detailed information, the references given at the end of the appendix, or
other texts dealing with communication theory, may be consulted. Kanasevich
(1975) discusses the subject from the particular point of view of its
applicstion to geophysical measurements.

Denote the input signal to a measurement device by x(t) and the output
(the response of the device to the input signal) by y(t). Then, if the
response is linear, y(t) is, in general, given by:

yMt f wit') x(t -t')dt' (AM.)

in which w(t) denotes the instrument response function and is simply the
Instrument response to a unit impulse (Dirac delta function) input. The
response function may be found in principle if the response to a unit step
Input is known; a unit step input is defined by:

0 for t < 0
Kus(t) - (A3.2)

I for t >0

For example, if the response to a unit step is known to be exponintial:

Yus(t) - i - exp(-t/T) (A3.3)

then:

I - exp(-t/) - J w(t')x us(t - t') dt'

Differentiating both sides with respect to t and using the fact that
dlxus(t - t')l/dt - 6(t - t') results in:

S aI,
IWI

- .,-",,I,-

I I I I I .a



144

exp (-t/7) w(t') S(t - t')dt' - w(t) (A3.4)

using the properties of 6(t - t') and assuming that t > 0.

Due to causality, we must require v(t) - 0 for t < 0; i.e. the effect
cannot precede the cause. Thus, the response function for such an instrument
is:

t exp(-t/x) t > 0
W(t) - (A3M5)

() t < 0

Throughout the rest of this brief discussion, it will be assumed that the
response of any device under consideration is exponential.

The total, time-integrated signal is often of interest also, and it is
desirable to require the time-integrated output to equal the time-integrated
input, even If the individual values are not equal:

Jy(t)dt ..Jx(t)dt (A3.6)

Integration of Eq. A3.1 shows that in order to satisfy this relation, Ve must
require that the response function is normalized so that its integral is
unity:

fw(t)dt - I (A3.7)

This requirement is satisfied by the form given in Eq. A3.5.

Using Eqs. A3.I and A3.5, the instrument response to a variety of
special input signals can be calculated.

I. Gaussian pulse.

*°  F I 0 2* ~X(t) - I e Ij W~- I A.8)

y(t) - -xp 2 _t t o erfc o (A3.9)

with the error function erf(z) and complementary error function erfc(z)
defined by:

. .
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erfc(z) I ! - erf(z)

erf W . e x p(-t 2)dt

t t t

Denote , a , and Y(O) - 2 loy(t); then:
'2o V2l

Y(C) - , aexp[(a - C)2 - C2 ]erfca - C1 (A3. 10)

Figure A3. shows a plot of Y(r) versus C for various values of a. As the

figure shows, visible distortion of the input signal (which is the same as the

output signal for the limiting value a - -) begins to occur for a about equal

to five, or for signals with standard deviations a about equal to 5V,7T, or
7.07r. For narrower signals, the distortion becomes more pronounced. As
implied above, the distortion is in principle unimportant if a time-averaged
signal is the significant quantity, rather than the details of the shape of

the pulse, since Eq. A3.6 is satisfied (assuming the interval of Integration
is much larger than a).

2. Diffuse unit step increase.

$ (t) * ~ I + er 0 } [ + erf(tC) (A3.1 1)

Note that in the limit as a approaches zero, x(t) as given in Eq. A3.11
approaches the unit step input xus(t - to); the quantity o parameterizes the

"diffuseness" of the step.

y(t) - I- [ + erf(¢) - CLY( (A3.12)

where Y(4) is the function introduced In the previous example, and a- a/,it

as before.

3. Diffuse unit step decrease.

x(t) - I - (case 2 input)

or

x(t) 1 rf(J (A3.13)
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Then y(t) - I - (case 2 output)

or

y(t) - I - erf(c) + 1 Y(c (A3.14)

The expressions given in Eqs. A3.12 and A3.14, multiplied by scale

factors y_ and y, and augmented by a baseline value yo, were used in the
analysis of the instrument response experiments described in Sec. 2.1.2 (see

Eqs. 2.4 and 2.5 in that section).

It is desirable to have a method for correcting measured data for

instrument response effects when such effects are significant. We wiII be

concerned only with the usual case in which discrete measurements made at

uniform time intervals are available and are to be corrected. Denote the

times at which measurements were made by ti, the time interval by 6t, and the

corresponding data values by y,. In general, y, is given by:

- fw)t) x(t - t')dt' (A3.15)

where the lower integration limit has been extended to -- , a valid

manipulation since w(t) - 0 for t < 0. An important point is that the values

of x(t) for all times earlier than t i contribute to Yi. However, the usual

formalism associated with the analysis of time sequences deals with

expressions for y, of the form:

yt ' I wkxt-k (A3.16)
k

which refers to input signal values at discrete instants of time. Equation

A3.15 may be put into a form that resembles Eq. A3.16 by breaking the

integration interval up into segments of length 6t centered on the points ti,

which are given by:

t - to + i6t (A3.17)

After some manipulation, the expression for y, given by Eq. A3.15 becomes:

y " 6t I v(k6t)gik (A3.18)
k

where it-k is defined by:

__ _ __ _ __ _
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[,(k t~o + 46t/2) ](6 (A3.19)

X -2 - w(k6t) tikd,

and represents a weighted average of x(t) in the int-rval centered on ti- k -

For an exponential response (and only an exponential response), the quantity

in square brackets in Eq. A3.19 is independent of the index k, and xik is in

fact a well-defined average value very nearly equal to the arithmetic average
for small values of tfi. Assuming an exponential response, Yj is given by:

yi= - lk'i1k (A3.20)

k

with

6t )e- k (eX kt (A3.21)

and

I-k " exp( i 6tti6k - d (A3.22)

If x(t) is constant in the interval around tik, then it is easy to show that
Xi-k differs from that conatant value by a factor depending only on the value

of the ratio 5t/T:

x Ik 2T sinh(A6t' (A3. 23)
x 1-k Tt

The value of the right-hand side is 1.000 exactly for St/T - 0, 1.010 for 6t/T

- O.S, 1.042 for St/T - 1.0 and 1.175 for 6t/t - 2.0.

The above discussion shows that one can obtain only average values of

x(t) over the sampling interval 6t. Given the measurements y1 and knowledge

of the response function, it is possible to determine the values i-k by

inverting Eq. A3.20. Reference should be made to Kanasewich (1975) or an
equivalent text for a discussion of the various procedures available to carry
out this task. One in effect writes ;k as a linear combination of the y1 and

determines the coefficients in such a way as to either satisfy Eq. A3.20

exactly or to minimize the error involved. In the case of exponential
response, the result is actually very simple compared to that for any other

realistic response function, and is given by:

p __ __ __ __ __

• t i
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k " Y- yklexp(-6t/T) l  (A3.24)

Equation A3.24 was used to correct the digitized data from the O'Hare study
for instrument response effects using the response times given in Table 2.2,
Sec. 2.1.2, and the sampling interval of (very nearly) one second.

d'
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